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Frequency Analysis with Extreme Value Type-I Distribution 

In this specific lecture, we are talking about the Frequency Analysis with Extreme Value Type-I 

distribution.  
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In today's lecture, we are using the Extreme Value Type-I distribution, along with that there will 

be a discussion on this Gumbel probability paper also. 
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The outline goes like this. First, we will give some introduction, then we will discuss this Extreme 

Value Type-I distribution. And then we will see how the different formulations could be there for 

the frequency analysis with some example problems. Then we proceed to the Gumbel probability 

paper, with that one also we will take one example problem and finally go to the summary. 
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Introduction: Extreme Value Type-I Distribution 

In hydrology, Extreme Value (EV) Type-I distribution is mostly used to analyze extreme events 

like flood peaks, and maximum rainfall. This distribution was introduced by Gumbel in 1941, 

hence, it is also known as ‘Gumbel distribution’. 

Following Gumbel’s distribution, the exceedance probability of a hydrologic extreme event 𝑋=𝑥 

is given by, 

                                              𝑃(𝑋 ≥ 𝑥) = 1 − 𝑒−𝑒
−(𝑥−𝛽)

𝛼                                                 (1) 

Where α and β are the scale and location parameters of Gumbel’s distribution, respectively. 
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Extreme Value Type I Distribution: Formulation 

 This expression can be simplified by introducing a dimensionless variable 𝑦 known as 

Gumbel’s reduced variate given by, 𝑦 =
(𝑥−𝛽)

𝛼
.  

 So, eqn. (1) is reduced to,  

𝑃(𝑋 ≥ 𝑥) = 1 − 𝑒−𝑒
−𝑦

 ⇒
1

𝑇
= 1 − 𝑒−𝑒

−𝑦
⇒ 𝑦 = −ln [ln

𝑇

𝑇−1
]                      (2) 



For the Gumbel distribution, standard deviation and mean are given by, 

𝑆𝑥 =  1.2825𝛼 

𝛼 =  𝑆𝑥/1.2825 

�̅� =  𝛽 +  0.5772𝛼 

𝛽 = �̅� −  0.5772𝛼 

𝛽 = �̅� − 0.4501𝑆𝑥 
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Using these equations of α and β, we can express 𝑦 as, 

𝑦 =
(𝑥 − 𝛽)

𝛼
=
(𝑥 − �̅� − 0.4501𝑆𝑥

 
)

𝑆𝑥/1.2825
 

=
1.2825(𝑥 − �̅�)

𝑆𝑥
+ 0.5772 

Now for a particular return period 𝑇, let us designate 𝑦 as 𝑦𝑇 and 𝑥 as 𝑥𝑇 , then - 

𝑦𝑇 =
1.2825(𝑥𝑇 − �̅�)

𝑆𝑥
+ 0.5772 



 

Basic Gumbel’s equation 𝑥
𝑇
= �̅� +

 (𝑦𝑇−0.5772)

1.2825
 𝑆
𝑥

                                                             (3) 
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Comparing this basic Gumbel’s equation with the general equation of frequency analysis, we get,  

𝑥
𝑇
= �̅� +

 (𝑦𝑇−0.5772)

1.2825
 𝑆
𝑥

 

However, this equation is only applicable to a sample of infinite size (i.e., sample size N →∞). 

But in practice, annual maxima series of extreme hydrological events like flood, and rainfall are 

of finite sample size. Hence, this equation is modified as, 

𝑥
𝑇
= �̅� +

 (𝑦𝑇−𝑦𝑁̅̅ ̅̅ )

𝑆𝑁
 𝑆
𝑥
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                                      𝑥
𝑇
= �̅� +

 (𝑦𝑇−𝑦𝑁̅̅ ̅̅ )

𝑆𝑁
 𝑆
𝑥

                                 (4) 

where 𝑦𝑇: Reduced variate for return period 𝑇 

             𝑦𝑁̅̅̅̅ : Mean of the reduced variate, a function of sample size 𝑁. 

              𝑆𝑁: Standard deviation of the reduced variate, the function of sample size 𝑁.       

It may be noted that when the sample is infinity, i.e., 𝑁 → ∞,      𝑦𝑁̅̅̅̅  → 0.5772 and 𝑆𝑁 →1.2828; 

          And then these modified equations coverts the actual equation. 
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 So, according to this modified equation, the frequency factor for the return period 𝑇 is 

𝐾 =
𝑦𝑇 − 𝑦𝑁̅̅̅̅

𝑆𝑁
 

 To estimate 𝐾, we need to first estimate the value of the reduced variate for the return 

period 𝑇, which is expressed as  𝑦𝑇 = −ln [ln
𝑇

𝑇−1
] 

 Next, the mean (𝑦𝑁̅̅̅̅ ) and standard deviation (𝑆𝑁) of the reduced variate (for finite sample) 

can be read from some standard table for a certain sample size (𝑁). 

 Two such standard tables for various sample sizes up to 100 are shown in the next two 

slides.  
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Table for Reduced mean (𝑦𝑁̅̅̅̅ ) for various sample sizes (N) for Gumbel distribution 

Example: The reduced mean (𝑦𝑁̅̅̅̅ ) for sample size N=55 is 0.5504  
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Table for Reduced standard deviation (𝑆𝑁) for various sample sizes (N) for Gumbel 

distribution 

 

Example: The reduced standard deviation (𝑆N) for sample size N=55 is 1.1681  
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Example 52.1 

The mean and standard deviation of the annual maximum daily rainfall in a city is 105 mm and 45 

mm, respectively. Determine the annual maximum daily rainfall with a 5-year return period in that 

city. Use Gumbel’s method and assume the sample size to be very large. 

Solution: If 𝑋 designates the random variable of annual maximum daily rainfall,  

   Mean, �̅� = 105 and Standard deviation, 𝑆𝑋 =  45 

For a 5-year return period, the reduced variate 𝑦𝑇 = −ln [ln
𝑇

𝑇−1
] = −ln [ln

5

5−1
] = 1.5 

As the sample size (𝑁) is very large, the frequency factor is given by 

𝐾 =
 (𝑦𝑇 − 0.5772)

1.2825
=

 (1.5 − 0.5772)

1.2825
= 0.72 

Now, the annual maximum daily rainfall with a 5-year return period in the city: 

𝑥5 = �̅� + 𝐾𝑆𝑋 = 105 + (0.72 × 45) = 𝟏𝟑𝟕. 𝟒 𝒎𝒎 (Ans.) 
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Gumbel Probability Paper 

 The Gumbel probability paper (also known as Extreme Value Type-I probability paper) 

helps to verify whether the given data follows the Gumbel distribution or not. 

 In this probability paper, generally, the X-axis is used to represent the reduced variate (𝑦𝑇) 

in the arithmetic scale.  

 The Y-axis of this Gumbel probability paper is used to represent the value of the variate 

𝑥𝑇, generally on an arithmetic scale.  

 Now due to the linear association between 𝑦𝑇 and 𝑥𝑇 (see Eqn. 4), data that follows the 

Gumbel distribution will appear as a straight line on this Gumbel probability paper.  
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 Now, to check whether a given data series of size 𝑁 follows Gumbel distribution or not, 

we need to first randomly select some 𝑇 values (say, of size 𝑛).  

 Then for those 𝑇 values, we need to calculate the y
𝑇

, as well as 𝑥𝑇 values using Gumbel 

distribution. 

 Now in a Gumbel probability paper, these 𝑛 data points will lie on a straight line, that 

designates the theoretical Gumbel distribution curve. Since a linear association, i.e., a 

straight line relationship exists between 𝑦𝑇 and 𝑥𝑇 , 𝑛 = 2 is sufficient to obtain this 

straight line. 

 Then, we can plot all the available observed data points on the same plot to check their 

concordance with the previously obtained straight-line.  
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 In case of unavailability of such standard Gumbel probability paper, we can use return 

period (T) in logarithmic scale instead of reduced variate in X-axis.  

 The remaining procedure is the same, except here more than two random T values have to 

be selected to obtain a best-fit line. Finally, the concordance of the observed data points 

with this best-fit line will decide how well Gumbel distributions fit the data.  

 Gumbel distribution has one important property; i.e., the value of 𝑥𝑇 at T = 2.33 years gives 

the average value of the data series if 𝑁 is very large. So, the theoretical plot of 𝑥𝑇 versus 

𝑇 (i.e., the best-fit line) must pass through this point.  

. 
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Example 52.2 

Consider the data used in Example 49.1 (table reproduced below), and determine the 10-, 50-, and 

100-year floods considering Gumbel distribution. Also, check whether the Gumbel distribution 

fits this data series. 
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Solution 

For the given maximum flood data series (X), the mean flood magnitude (𝑥 ̅) is 2986 and standard 

distribution (S) of 1458. Further, for sample size N=40, the reduced mean (𝑦𝑁̅̅̅̅ ) =0.5436 and 

reduced standard deviation (𝑆N) =1.1413 

Now, for a 10-year flood, T = 10; the reduced variate will be  𝑦10 = −ln [ln
10

10−1
] = 2.25 

So, the frequency factor, 𝐾10 =
 𝑦
10
−𝑦𝑁̅̅ ̅̅

𝑆𝑁
=

 2.25−0.5436

1.1413
= 1.4951 

Hence, x10= 2986 + (1.4951× 1458) = 5166 cumec (Ans) 

Similarly, we can obtain x50 = 7275 cumec (Ans) and x100= 8166 cumec (Ans). 
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To check whether this annual maximum discharge series follows Gumbel distribution or not, we 

randomly select 7 return periods, say, 2, 5, 10, 12, 15, 20, and 25 years. 

Using the method described earlier, we calculate the magnitude of discharge and corresponding 

reduced variates for these 7 return periods.  

Additionally, we also consider the return period of 2.33 years corresponding to the mean value of 

the series, i.e., 2986 cumec. So, overall the 8 data points are- 
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Figure 1 shows the flood frequency plot by Gumbel's Distribution of example 52.1 

All the observed maximum annual flood data and above computed eight points are plotted 

against their return periods.  

A best-fit straight line is drawn through these eight points. This straight line indicates the 

theoretical Gumbel distribution. 

Observing this figure, we can see how well the given data series fits the theoretical Gumbel 

distribution. 

 

 

Figure 2 shows the flood frequency plot of example 52.1 
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Comparison of the Results in all Methods 

During this entire week, we tried to solve the same problem in various parametric and non-

parametric methods of frequency analysis. 

To sum up, the results are presented in tabula, as well as graphical form here.  

 



 

Figure 3 shows the comparison between different types of distribution 
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Summary 

In summary, we learned the following points from this lecture: 

 In this lecture, we learned about the extreme value type-I distribution or Gumbel 

distribution in detail. 
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 Further, we also learn how the formulation of Gumbel distribution changes depending on 

the sample sizes.  

  We learn about the Gumbel probability paper and its usefulness.   

 We also solved the same problem from our earlier lecture in the Gumbel method here, and 

finally, the results obtained from all the methods are compared. 

 In the next lecture, the reliability of these results obtained from frequency analysis will be 

discussed. 

 

 


