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So, let us now go into the details of this protocol after having had looked at initial demo.

Let us see a little more, let  us understand little more things about MQTT before we

actually do further demonstrations to understand this protocol better.

Let  us  start  with  the  standard  publish  subscribe  because  this  is  based  on  publish

subscribe architecture.
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Let me put back the broker, this is the broker and there are what are known as publishers,

and there are subscribers. So, this a basic idea here is that you can actually, when you say

broker; yesterday we saw this thing related to hive M Q. There are other open source

brokers as well, there is something called mosquito and you can install mosquito broker

for all your tests on Ubuntu machines simply. In fact, for it is available for Ubuntu Linux

Ubuntu; it is available for windows and so on and so forth. So, you can actually install

your own broker it is open source mind you it is open source. So, really you can take and

manipulated the way you like.



So, install the open source broker on any host that you like and you can install the client

software which is called Paho; P A H O also available as open source. So, you can install

Paho for all  MQTT clients.  These are all  clients has been as we call  it  and you can

actually build this complete system on embedded devices. For instance this broker can

run on raspberry pipe and the Paho being an open source client you can attempt to put

them on embedded devices as well provided there is TCP IP stack right, because this

MQTT actually runs an application protocol in the application layer and it uses TCP for

all its transport requirements this is a simple thing. Now take a simple case of publishing

let us say some value let us say presents right motion you want you want to publish a

topic basically in the pop at the topic is motion.

Because yesterday we took the example also of motion when we showed and you say

motion a detect right we said detect it can also be a value right can be a number, but I just

took it for simplicity and will continue taking this as a nice example. And now the broker

is expected to keep it with it and give it to all subscribers who subscribe to this particular

topic the topic name is motion. Now as I mentioned to you there is complete decoupling

of decoupling of a publisher and subscribers there is no connection a publisher publishers

and subscribers this is a very important point.

So, there is nothing like a end to end connection and. In fact, subscribers do not know

who the publishers where and where they are situated where they are located and. So, on

it is the responsibility of the broker to ensure that all nodes that basically request for data

to which subscribe to that particular topic are actually you know served that data that is

the key point. Now whether the broker should hold the data if there are no subscribers is

one question that will come to your mind another condition another thing that comes to

your mind is what happens if the subscriber goes offline. So, cases like no subscribes no

subscribers what would happen and what happens if there are subscriber, but subscribers

go offline right both possibilities exists subscribes go offline. So, such situations have to

be handled and the protocol is well suited for taking care of these situations.

Well, as far as no subscribers are concerned the point really the beauty of this protocol is

such that no publisher need to announce that name of the topic at a priory there is no

need at all in other words I can simply start a new topic and then start publishing the data

to the broker, if I know the IP address of the broker, if I know the name of the broker I

can  start  publishing  it  you  just  I  can  start  arbitrarily  with  something.  In  fact,  the



yesterdays demo was also like that you just took something I have punched in a few

name of a topic a topic name. And then put some value to it to detect not detected and so

on and just pushed it to just publish it to the broker. So, the very fact that brokers are

accepting it without any a prior information about what the topic is clearly it does not

make any assumptions that there are going to be subscribers.

Now, you can actually implement this an very scalable manner and you can perhaps wait

for a certain interval of time you can configure hive M Q or mosquito particularly you

can configure these open source tools such a way that after a certain time if there are no

subscribers use simply parse that information you just remove it, because there are no

subscribers that is one policy you can take another policy you can take is I do not want to

get into that I will  just go on archiving whatever messages that come irrespective of

whether they are subscribers are not in another way by which you may want to do it. So,

you can go on achieving all the messages which are published by different clients and

keep holding it on to a database that is also a possibility it may turn out that at some

point in time no subscriber actually turns up right you for that particular topic in which

case it just gets archived gets told if you figure it that way alright.

So,  lot  of  flexibility  existed  and  it  you  had  actually  plan  everything  about  your

configuration  of  the  broker  as  well  as  configuration  of  the  client  based  on  your

requirements. So, that is the key point that comes up very very strongly. So, is this is

scalable  solution  people  have  ask  this  question  in  different  ways  community  which

supports this particular protocol and support loves this protocol actually claim that it is a

very scalable scalability is actually there. And one of the things that they see it is scalable

because  of  the  fact  that  publishes  and  subscribers  are  decoupled  one  of  the  main

attractions for this particular protocol to succeed is because the fact that there is no need

to keep state information, no need to lock up a lot of memory resources between multiple

clients and multiple servers.

You do not need to do that all your business as a brokerage is just accept messages and

store or purge based on certain policies that you set also store or purge messages based

on certain flags which you will energize when you send packets. So, it could be based on

either policy or based on certain flags which you will we will see as we go along this are

this is a very important thing. So, people do say that this is a very scalable exactly for

that.



The second reason is that I am not too sure whether it will go to millions of connections

whether  it  will  take  that  is  not  sure  I  do  not  know  whether  any  large  scale  such

implementations are actually happened, but definitely it appears that this is a scalable

system another thing that comes in favor of this MQTT indeed it is a fact that filtering is

a very nice thing in the broker filtering. In another words you can do filtering based on

subjects, you can do based on subject based filtering, you can do content based filtering,

and you can also do some type based filtering  I  will  not get into the details  of this

filtering,  but the point really is if you have topics and topics which are indented 1 1

where you know when after the other.

You can basically have clients asking for a very specific topic of requirement you can do

that and when we when we discuss the when we see demonstrations of the you know the

wild  card  options.You  will  actually  see  that  clients  can  actually  ask  a  very  specific

information and broker actually can do that can give you exact information and it is you

did not ask for this I will not give you this you have subscribed to this, but you are

asking me for a specific information that is also possible. So, it is able to intelligently salt

messages  out  filter  messages  out  and  just  serve  whatever  was  it  requested  by  the

subscribers that are the beauty really and I think it works very well.

Small networks you want to get going quickly you have a set of I o t devices you want to

get them to transmit data and you know have a simple broker up and running go and

install MQTT on a raspberry pipe go and install MQTT mosquito on a raspberry pi or the

broker raspberry pi or on a regular laptop and have Paho running on embedded devices

to start communicating. So, that is the second reason.
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So, these are 2 important reasons that they seem to it seem to have it is not that these are

the only 2 things about MQTT there are some very nice things which come back to you

with respect to quality of service is essentially MQTT says I can give you three levels of

quality service I can give you something called at most once at most once then at least

once and exactly once right once. So, these are three possibilities simply means the first

one simply means that this is a best effort this is best effort and the second one simply

means yes you will definitely get one or more guaranteed, one or more exactly once

means; obviously, there is a measure the name indicates only one application always gets

only 1; this is the nice thing about MQTT its able to do all of this.

See the question really that might keep bothering you again is if you if you look at the o s

I model TCP is at the transport layer then you have a session and then you have the

application the application layer really has the MQTT right which is using the services of

this TC actually you can also use TCP IP, but a traditionally it has been using TCP you

can say that when TCP is reliable protocol by itself which relies on unreliable protocol

like IP where best effort is the main thing why would you want to have these kind of

QoS system QqS requirements at all because it is going to use TCP.

Well, the answer is a very beatable, but people do talk about this is still at the transport

layer it is not going to give you what the application that is designed around MQTT. So,

if you want and at higher you want reliability you may have to introduce these three this



kind of a quality of service requirement. So, that is a major question that they that the

reason why MQTT QoS is actually present.

So, there are nice things about the MQTT when people talk about it people talk about the

client and they talk about. So, when they say a client; client essentially is a it can be any

device right. So, just quickly run through it can be any device from a microcontroller to a

come at based system base system to any sophisticated machine it could also be a full

size server and. So, on which has a network connection. So, that is the key here you need

a  network  connection.  So,  any  device  having  a  microcontroller  then  TCP IP stack

running then MQTT of course, MQTT is the application layer protocol. So, MQTT client

means MQTT software running on this microcontroller system there is TCP IP stack then

there is the network stack of course, there is a network of course when you say TCP IP

stack you obviously know that there is the. So, let me just combine it TCP IP protocol

stack protocol stack plus there is a network to run this protocol stack. So, this is all what

they talk about a client.

Then you say MQTT broker a broker also is any device it could be typically like a server

which has a lot of ability to store messages. So, essentially it can be it has to be a sort of

a server grade machine essentially which is able to receive messages it is able to receive

messages  it  is  able  to  filter  them store  them filter  them and serve  messages  or.  So,

messages serve them serve messages to subscribers. So, all these actions it has to do it

has to be: obviously, depend because it supports the whole system supports this quality

of service levels the server has to be a highly reliable one highly reliable right this is the

requirement of the hardware and it is easy to monitor of course, and it should be a failure

resistant and so on and so forth.
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So, when you say highly reliable you actually mean it should be failure resistant. So, the

whole operation starts by a certain set of what shall I say essentially messages right when

you say a protocol you essential talk about messages and there are several messages in

MQTT one of the important messages that you can think of is connect before you do any

publish or subscribe you do connect and in response to connect.

So, where does this connect work connect works from the client to a broker I am very

very careful when I say client to broker at a client essential is either a publisher or a

subscriber right either a publisher or a slash subscriber right and there is a broker here.

So, it starts with a message; message called connect for which the broker will actually

issue  back  connect  connection  acknowledgement  also  called  Connack.  So,  Connack

Connect- c o n n e c t; connect give you back Connack- co n n a c k; Connack. So, this is

what would happen as a first step. And the good thing has is if this is actually done as a

first step before you do any published subscribe or anything it clearly indicates that this

can actually pierce through network address translation kind of firewalls.

So, if you ask a question does MQTT work over firewalls yes the answer is yes because

the MQTT broker and client as a basically establish the first level which is essentially

initiation happening through connect and Connack. And therefore, it is quite easy that

MQTT clients  can actually  be behind the rooters  which essential  is  can run firewall

applications. So, that is a good thing. So, when you say connect; connect will have a



certain set of what I shall say wheels right. So, very interesting set of wheels a connect

will  have  a  client  id  and it  will  have  something  called  a  clean  session  it  will  have

something called clean station I will explain that in a moment username then there will

be a password then there is something called last will last will topic and last will message

and last will retain right.

So, all and of course, there is something called keep alive. So, essentially the client id is

a basically identifier of each MQTT client that connects when I say client it could mean

both either the not both it could be either the subscriber or the publisher. So, it generalize

and its say client clean session is an interesting option. See, we did discuss here about the

fact that message should be stored on the broker if there is a public if there is a publisher

who publishes the data or it should be removed right. Because, when you start publishing

you are not actually indicating the name of the topic at all so. But, if you want to ensure

that the broker actually has to retain that message on itself then you use this session id

accordingly you say that- I want to create a session and I want to ensure that whatever

messages that come using this session actually are retained on the broker.

So, that is something that you could do right at the beginning by using this particular

field of a connect message you could also do. So, you essentially set clean session equal

to false if you set it to false then actually that message is stored on the broker, but indeed

if you said it equal to true that message goes and if there is no takers on that it is possible

that that message may get removed. However, there are what are known as q s levels. So,

this is in a way it also connected to the QoS levels, but when we come to that you will

see that its interesting let me quickly let me connect the whole thing.

If you say for instance clean session equal to is equal to true and your QoS level is 0

there. So, essentially when I say QoS level is 0 at most once is actually 0 at least once is

one and exactly once is 2 right these are the three levels now let us go back and put it

here if clean session is equal to true and QoS levels is equal to 0 definitely the broker

will not hold the data right then; so that is one thing. Now the other thing is if clean

session is equal to false. That means you want to keep the system you want to keep the

message on the broker then. So, you make it false then this essentially it will become a

persistent session it becomes a persistent session.



Again it is interesting to see what would happen if QoS is 0 QoS is equal to one and two.

So, when we do these exercises will perhaps be able to have a look at it right. So, that is

one thing we will take as we go along when we do the experiments using these laptops

using  the  laptop.  So,  then  there  is  username  and  password  this  is  purely  form  a

authentication  perspective  last  will  and  last  will  topic  and  last  will  messages  are

interesting again in the MQTT paradigm because MQTT allows ungraceful shutdown of

clients.

So, in other words if you take energy harvesting based systems right energy harvesting

based nodes which are trying to sends data and use MQTT for public for publishing their

messages publishing their sensed value is possible that they are not harvesting anymore

they may actually shut down very quickly and that shut down can be very ungrateful in

such situations it is very easily possible that the client actually gives a last will message

saying that this is the last I am going down and therefore, take this as my last will and

testament and use this for all this; this is the last sensor value that I can actually provide

under this topic.

So, the last will topic name is there then there is a last will message which is essentially

the value that you want to put or all there that is something that you can actually do right

during the connect itself. So, that is these are fields with in connect message itself you

can also tell the broker you can also tell the broker request the broker as a publisher you

can request the broker and tell the broker.

Please retain this last will message with you and serves it to whoever subscribes to it

whoever subscribe to this particular topic which I am giving. Since I am not going to

come back I do not have energy perhaps or there is a malfunction of myself or I am

going to shut down for some corruption in my software any reason that the system is not

going to come back you can ask all subscribers to get that message. So, that is a last will

retain means it is simply retained on the broker that is the key understand.

Keep alive is a nice thing you can actually sort of make a something equivalent of a ping

between the client and the broker by sending out regular keep alive messages this just to

ensure that the link is active between the client and the between the client and the broker.

So, this connect and connect ack are the first step before you do anything then based on

the quality of service several nice things will happen. You will see that for instance if you



do publish you will get a pub back that is the simplest that can happen in the case of in

the case of at least once, but if you do publish you will get it. Since you have to ensure

that only one copy actually is given to the application here you have to do something

additional in order to meet this QoS to, but what about at most once at most once you get

nothing back if you say publish nothing happens. So, let me put down that and actually

see our experiments what would actually happen.

(Refer Slide Time: 27:01)

If you have QoS 0 when you do a publish you get nothing back if you say QoS is 1 if you

say publish you will get a pub back and QoS 2 will end up with additional messages

ending with pub comb pub comb. Let us see this part before we move on and understand

QoS as well and then we will see we will get them go on to understand other aspects of

the protocol. Now, let us shift to the laptop screen and do a few experiments before we

move on to understand this protocol even better as we go along.
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Let  us  see  the  first  experiment  which  essentially  is  related  to  quality  of  service  the

subscriber screen. So, this is the subscriber screen let me also tell you that all this was

installed on a single laptop running mosquito and Paho. So, if you install mosquito and

Paho you can conduct all these experiments very well yourself; so first screen that you

see the right now thing that this is the subscriber screen. Now, what shall we do now. So,

what we are going to do is we are going to essentially try the three QoS levels very good

let us try QoS 0. So, let  us see the command the command is quite. So, let  us clear

everything to begin with and you can see the message here this is mosquito subscribe

you are doing the; so, the first thing is to do a subscription for subscribe. So, let us go

back to the model here.

Let us have a subscriber right. So, we are doing a configuration here to ensure that there

is a topic to which the subscriber is interested in this is the first step that you want to do

which you are going to SPE which we are going to specific now. So, let us do that.

So, what happened the messages you can see are it sending connect and it got back on

Connack then sending subscribe and received a as sub back. So, it did connect and then it

try to do a subscription which means as I mentioned to you the first step is to essentially

do this you have no we have not completed this and after this is done this now moves

back like this and this is your client and this is the broker it sent a subscribe message and

it got a what was it called it was called sub subscribe and then sub back sub back for



some reason I am writing it in small which is perhaps a mistake. So, let me make it back

into capital S U B S C R I V E and S U B B A C K SUB BACK; this is what would

happen.

So, you have to imagine it will be Connect; Connect; Connack subscribe sub back quite

like that it will be Connect; Connect; Connect; back then it will be publish pub back

right. So, all this you should see. So, let us see what actually is happening all right. So,

very good; so, let us move on now you did a pairs. So, the second step that we did was to

send a ping request ping response sending ping request and ping received ping response

this is as we mentioned to see that the client and the broker continue to get connected and

they are just ensuring that the link is up and both the systems are alive. So, let us leave it

there.

Now, let us move to the other screen the publishers screen alright. So, now, we are in

front of the publisher and this is the message for the publisher.
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So, you can see the topic is MQTT and the messages design for I o t right very good. So,

let us do it slowly again the Connect and Connect ACK comes back and again you have

publish. And nothing comes back it says disconnect sending disconnect. So, clearly this

is a QoS 0 message. And let us see the topic that was used was MQTT.



So, let us now see, what actually happens at the subscriber’s side. So, what happened? It

received  a  message  called  as  such  as  MQTT and  the  topic  called  MQTT.  And  the

message actually appeared back here and nicely it continues to keep that keep alive ping

request and ping response happening quite well.


