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Welcome students, this is our 8th lecture as part of the NPTEL-MOOC program on Handling

Health Care Survey Data. This week we are trying to understand how to go to the field and

collect data. In this regard, I have already discussed with you the requirement for the field

like the questionnaire, the schedules, and some pre-piloting aspects of the survey.

In this lecture, we will be emphasizing the most important aspect of the field i.e., about

sample size and that sample size is important not just in giving better statistical results, it is

also important so far as the budget is concerned, so far as the environment is concerned.

So without delay let us start discussing about sample size determination. The most common

question we often ask is “how large is our sample size?”, “What is that size do I need?”. To

get the answer the researcher asks certain questions like, “how accurately do you need the

answer?”.

(Refer Slide Time: 01:52)



What level of confidence do you intend to use and what is the expected result based on

previous research? So, with these three supporting questions, we will answer the first

question about sample size.
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In the selection of sample size, we will come across the following questions; “what should be

the size of the sample?”, “How large or small should it be?”, “If the sample size is too small,

will it serve to achieve the objectives?”, “Is it too large, do we need to incur huge cost or

resources?”. The sample must be an optimum size i.e. it should neither be excessively large

nor too small.
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So, this is all about the introduction to sample size. Let us come to the discussion of what is

the sample size? This is basically the number of individuals from whom we obtain the

required information and this is usually denoted by the letter n.

The N we refer to population size. The size of our estimate brings some discussion about the

population estimate from the sample i.e., from the n. n leads to certain assimilation, certain

proximation for the large segment.

And that is why sample size matters. The inappropriate sample size can result in type I and

type II errors. Like here we have given a population within a design and from there a sample

is taken.

Some samples are selected, but this sample size is correct enough or not is to be discussed.

Will the sample be representative of this population unit that we have just marked? Will the

sample be accurate enough?



(Refer Slide Time: 04:07)

An optimum sample is one that fulfills the requirements of efficiency, representativeness,

reliability, and flexibility. So, efficiency and other things I would discuss now. The level of

accuracy that we desire for our sample or for our research is an important determinant of

sample size.

So, the level of accuracy gives better results. In qualitative research, the question of sample

size is less important. Especially when we have a certain target of our observing qualitative

information. In that case, the sample size may not be mattering much rather your different

qualitative questions. The qualitative nature of observations are important.

Like in this chart, we have marked sampling error and confidence level. When your

confidence level increases in your result, you can assure that your confidence level is very

high for your testing. In that case, the sample size requirement is higher.

And when the sampling error or between the gap of the standard estimate with that of your

sample statistics is higher, in that case, sample size also matters, but sample size reduces the

sampling error.

So, it is inversely related. Some of the criteria to determine the sample size we have marked

here like the nature of the universe.
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What about your nature of universe, whether it is homogeneous or heterogeneous? When you

are looking at your population, if the population unit itself is very homogeneous probably you

need not require more sample size, small sample size would be justifying enough.

When it is highly heterogeneous you require a large sample size. Coming to the number of

classes proposed when a lesser group or lesser class is compared to many groups, if there are

many groups then many samples should be taken or the large sample should be taken, when it

is of smaller groups or lesser groups, you are supposed to take less number of sample.

Coming to the nature of the study whether it is a very intensive or qualitative or general

survey. In the case of a general survey, you are supposed to take a large sample, but when it is

very intensive, very focused then you need to take so many samples. Then, coming to the

standard of accuracy, acceptability and confidence level.
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Whether it is high confidence level or low confidence level, if you target for high confidence

level then, of course, you are supposed to take large size sample size as against the lesser one.

Like if you wanted to test a consignment and out of that how many products are good or bad,

you have simply taken some size randomly.

If your acceptable confidence level is higher then, you are supposed to take a higher sample

size. Regarding availability to finance if it is higher then, large samples result in increased

cost of sampling estimates.

Or some other considerations are equally important like the nature of the unit you are

supposed to take, size of the population, size of the questionnaire, availability of trained

investigators, the conditions under which the sample is being conducted, the time available

for completion of the study. These are also considered while taking the sample.
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Now, we are moving to the understanding of some basic statistical concepts related to sample

size and its calculation. So, for sample size calculation why it is necessary and where is it

necessary, is connected to hypothesis testing. So, as we all know that we have a null

hypothesis and one alternative hypothesis. The null hypothesis basically is donated with H0

and H1 for the alternative one.

The null hypothesis is the statistical hypothesis of no difference and it is tested for possible

rejection under the assumption that it is true. Though null hypothesis is considered as if there

is no difference or it is always true. So, if your test is going to be rejected then accordingly,

we can have some discussion.

Like in the null hypothesis, it can be rejected or not at a certain level of significance. As

against the null hypothesis we have an alternative hypothesis. When the null hypothesis is

rejected; that means, you are accepting your alternative hypothesis. The hypothesis

representing the opposite of the null hypothesis is called the alternative one. So, HO and H1

are mutually exclusive events, and accordingly, we take testing.
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Now, there are some errors in the hypothesis testing. Those errors are called type I error or

type II error. Type I error is basically when we are rejecting the null hypothesis when we

consider that it is true to test any context you consider and we simply say that it is true.

For example, suppose you wanted to study the implications of COVID on the rural economy

and their nutritional level. The first null hypothesis in this context might be that COVID has

created no difference in the population, so far as its nutrition status is concerned.

So, the alternative will be yes it has created differences. So, the created difference may be

positively maybe negatively. So, it has a two-tailed interpretation, a two-tailed direction.

So, one-tailed when we say that you wanted to test that COVID has positively affected the

nutritional status. If that is your null hypothesis, then the alternative will be it is not affected

or influenced.

So now, the error of basically the type one error we say in the error of rejecting null

hypothesis on the basis of information collected from the sample and when it is actually true.

So, you are actually rejecting the null hypothesis, when it is actually true then is called type I

error. So, why it is called type one error? Type I error is denoted by and type II error isα

denoted by or 1- .β α



So what is that type II error? Now, let us come to the first type I error, rejecting a null

hypothesis when it is actually true. Like you said you wanted to test for a context, but your

sample has given certain information on the basis that you are rejecting your population unit.

For example, one food inspector has come to a place and inspects vegetable quality in a

supermarket or in a mandi. Now, the person has selected some samples. Based on the sample

the inspector is finding that the vegetable quality is not good. These are infected qualities or

there are certain problems with the vegetable.

But in fact, the total available vegetables in that market on average is good. In your sampling

unit, the response you have taken might have been erroneous, which might have given certain

wrong signals or wrong estimates. Based on that you have rejected your population that the

entire mandi and its products are bad.

So, that might be due to sampling error or non-sampling error. We are going to discuss some

of those things. But first of all, when we are rejecting the null hypothesis based on your

sample estimates these are called type I error.

The opposite is type II error which is an error when you are accepting a null hypothesis when

it is actually false. Your sample might have given the correct result, but your total product is

not right, in that case, that is called .β

So, the significance level is also donated by the alpha which is a probability with which the

null hypothesis will be rejected due to sampling error though it is true, that is called error orα

significance level. So, the margin of error is a random sampling error which is a likelihood of

sampling results variation from the population.

Basically, sampling error gives the standard deviation of the sampling distribution. So, the

standard deviation of the sampling distribution is actually called sampling error. Now, what

are the catch in understanding the sample size you can also click on this web link, you will be

better guided.
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I will guide you so that you can able to have these aspects like what is your margin error,

what is your confidence level, how big is the population, how do you believe the likely

proportion to be included in the sample.

First of all, margin error if we set at 5 percent and your confidence level is at 95 percent and

if your population size is 10000, then with the 50 percent probability of that sample to be

included in your sample size is going to give you 383 number of samples. And that you can

just test I will clarify those concept, confidence level, margin error and proportion everything

in my successive slides.
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So, coming to these margin errors and the sample size determination. When the margin of

error in your calculation is very less that means, you are supposed to take more sample size

i.e., the sample size is higher. If your margin error is just 2 per cent you are supposed to take

a higher sample size. When you are taking less size, you may compromise with a margin

error. And when your sample size is increasing your distribution is becoming more

leptokurtic.

It is symmetric normally distributed, but when the sample size is lesser, regions areα

expected to be higher because the rejection region will be higher. But here when it is more of

leptokurtic your margin error is very less.
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So, we can find it out in our chart. Some alternative scenarios to calculate sample size are

given. When the sample size is 100 to 1000 and then 10000, your margin error would be

expected to fall. On the contrary, when your margin error is higher you may be supposed to

take less sample size.

Similarly, some decisions are taken regarding confidence level, when your result is expected

to be very confidently building or your result is quite confident then, you are supposed to take

more sample size.

And when the population size is much higher you are also supposed to take more sample size.

Now, similarly when your sample proportion is higher to some extent like with a sample

proportion of 10 percent you are taking a certain n, but what is that you need not decide

depending upon population size. When your proportion is 25 percent, you are supposed to

take more.

When your sample proportion is becoming much higher then, the probability of success is

higher i.e., p is higher and q is lesser, the probability of failure. In that case, you need not take

more sample.

Some of the samples or the pure samples can also give you better result.
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Now we are clarifying some concepts like margin error and confidence interval. We

researchers are often confused about these two concepts. Like margin error, it tells you how

many percentage points your result will differ from the real population unit or population

value.

The margin error is in fact the range of values below and above the sample statistic in a

confidence interval.

So, from a confidence interval, it defines your margin error. As a 95 percent confidence

interval with a 4 percent margin means, your statistic will be within 4 percentage points of

the real population value 95 percent of the time.

So, all 95 percent of the time, if you test it, your result from the mean value will be varying

by 4 percent plus or minus. So, this is where confidence interval and margin error work out

and gives the right guidance in testing. The confidence interval is a way to show what the

uncertainty is with a certain statistic so; it gives a lower slab and upper slab in the poll or in a

survey.

One example we have cited here, a poll might state that there is a 98 percent confidence

interval of 4.88 and 5.26. 4.8 and 5.26 indicate your range of upper limit and lower limit

because of the margin error.



That means if the poll is repeated using the same techniques, 98 percent of the time the true

population parameter will fall within the limit of 4.88 to 5.26.

So that means, the error is very minimum and gives a range of your result. The idea behind

confidence level and margins of error is that any survey or poll will differ from the true

population by a certain amount.
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However, the confidence interval and the margins of error reflect the fact that there is room

for error, so although 95 percent or 98 percent confidence with a 2 percent margin of error

might sound like a very good statistic, room for error is built, which means sometimes

statistics are wrong.

So, this indicates, though 2 percent errors are mentioned and we are saying that this result is

going to be almost on the time confidence. So, this always gives certain room for errors and

that error is very petty. So that is why statistics give a better direction for taking decisions.

A poll might report that a certain candidate is going to win an election with 51 percent of the

vote; the confidence level is 95 percent and the error is 4 percent; that means plus 51 plus 4

and 51 minus 4.

Let’s say the poll was repeated using the same technique 95 times so that means, there will be

an error of +4 or -4.



So, that will vary your result. When we are saying 51 percent vote a candidate is going to get

that may get 55 percent or may get 47 percent. Now of course, not below that; that means, we

can guess about the product or about the candidate in an election better.

Similarly, while calculating the margin of error there are some steps involved. The margin of

error can be calculated in two ways, depending on whether you have parameters from a

population or statistics from the sample. The margin of error is calculated with the critical

values times standard deviation of the population if we are calculating for the population.
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Similarly, for the sample critical value and standard error. Second, the 1st step is how to find

the critical value. Who gives the critical value? So, first of all, we say critical value for the

sample case or for the population let us understand the critical value.

The critical value is either a T score or a Z score, Z tabulated value or the T-tabulated value.

If you are not sure then we can see the T score table or the Z score table.

In general, for small sample sizes, usually less than 30 or when you do not know about the

population standard deviation, then we apply the T score.

Otherwise, if it is correctly known then the Z score can be applied. The second step is to find

out the standard deviation or the standard error. These are essentially the same thing, standard

error is used for the sample and standard deviation for the population unit.



You only must know your population parameter in order to calculate standard deviation,

otherwise, calculate the standard error from the sample. The third step is to multiply the

critical value that critical value once we have determined here, we may multiply with the

standard error that will give us the margin error.

For example, if the critical value is 1.95 and standard error is 0.019, then 1.95 times 0.019

boils downs to 0.03.

So, 3.7 is your standard error. So, further details you can follow this link I have appended to

this page. The second one is how to find the probability value of Z with the Z table and the T

value with the T table. I have put some references for your understanding like you can use the

Z-table to find a full set of “less than” probabilities for a wide range of z values.
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1st step we need to go to the row that represents the one digit and the first digit after the

decimal point like the tenths digit of your z value. I will show it to you by example.

So, then we go to the column that represents this second digit after the decimal point of your

z value. The third step is to intersect the row and column from 1 and 2 this result represents

the probability of that z value with that limit.
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And rest you can follow from this and I am just going to show it here like on this table the

one-sample Z table, but this Z table is positively skewed. One is given the z value which is

higher than 0.

So, if you are interested in finding out the probability of the z value at 2.13 using the Z table

value, we can find out like in the first table you need to check with 2.1.

From the row where is a 2.1, we can mark it first here, then the second digit after decimal that

is 0.03, we can mark it 0.03 over here and now with the intersection we get a value this is

going to give us 0.9834. So, basically, it says the z value with 2.13 what is their probability

value over this region.

So, in this case, we have derived the tabulated value 0.9834. So, now, noting that the total

area under any normal curve including the standard normal curve is one. Here we have

defined the Z value as the standard x.

So, now it follows with the z value less than 2.13 the probability value is 0.9834. The

cumulative probability value of the rest of the areas will be 1- 0.9834.

So, this should be added to 1. Therefore, the probability of Z greater than that of 2.13 should

be 1-p of Z of less than 2.13.
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Now, let us move to the T distribution. T table I have presented here for your reference.

Usually, the researcher who just started reading the statistics at the undergraduate level might

get confused in reading the tabulated values.

So, reading the T distribution we require three things. The first one is degrees of freedom,

then the number of tails of the t-test whether it is a one-tailed test or two-tailed test and the

third one is the critical limit, the alpha level. The critical limit that is at 1 percent or 5 percent

or 10 percent.

So, that has to be mentioned in this example we have given in the table the figures are given

one-tailed, two-tailed and degrees of freedom. First of all, like in a study, a researcher

requests 20 subjects and conducts a one-tailed t-test which is clearly mentioned.

Once she conducts her one-tailed t-test and obtains a test statistic t, what critical value should

she compare t ? So, what is the critical value or the tabulated value of t?

So, the degree of freedom is actually 19 in this case which is 20 minus 1. So, we are

straightway going to check 19 here on the row. The problem also tells us that she is

conducting a one-tailed test. So, we produce a one-tailed test we have to compare these

figures these p limit is the alpha level and it is said that it has to be at a 5 per cent level.
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Now, the decision we usually take, once your estimated statistic is higher than that of the

tabulated value; that means, we are not accepting the null hypothesis. That means, we are

rejecting the null hypothesis; that means, that variable is significantly deferring to the

assumption.

So, accordingly we take decisions. So, the final call on this is whether t-test or z-test. So if we

know the population, deviation stuff i.e., population standard deviation then; obviously we

will go for the z-test and if we do not know then we are supposed to go for t-test.



Once we know our standard deviation then the second call is what is the sample size if it is

greater than 30 then we will use the Z table else it is of T table.

Now, there are approaches for determining the size of the sample. The approach based on

precision rate and confidence level. To specify the precision of estimation desired and then to

determine the sample size necessary to insure it. We require mathematical solutions and

frequently used techniques. The limitation is, it does not analyze the cost of gathering

information.

(Refer Slide Time: 36:13)

So, some of the approaches are based on Bayesian statistics. I am not going to the depth of it,

but just to give you certain minimum guidance because of the fact that we are not going to

apply it. So, some approaches use Bayesian statistics to weigh the cost of additional

information against the expected value of the additional information.

And it is theoretically optimal. It is seldom used because of the difficulty involved in

measuring the value of information. So, it goes by understanding prior probability

distribution, likelihoods of the observed data and posterior probability distribution of the

events.

So, that is why this is hardly used. I think I should stop here. I will start with the

determination through the approach based on precision rate and confidence level for the next

class. Let me stop here, I will continue from the next class and clarify the exact sample size.


