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Lecture - 20
Correlation

So, welcome back to the course on Analytics.

(Refer Slide Time: 00:17)

In this  lecture,  I  will  like to discuss the correlations;  correlation  specifically  product

moment  correlation.  Further  phi  correlation  and  Spearman’s  the  rank  correlation

coefficient would be discussed this is a quick session to just have an overview of product

moment correlation.
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Product moment correlation that is small r this is noted by small r that summarises the

strength of association between two metric  variables;  association between two metric

variables. Mmetric means it could be either interval or ratio scale; so say the variables

are X and Y.

So, it is an index that is used to determine whether a linear or straight line relationship

exist  between  X  and  Y and  it  was  originally  proposed  by  Karl  Pearson.  So,  this

coefficient r is also known as Karl Pearson correlation coefficient; so, it is also referred

as simple correlation; simple correlation or bivariate correlation because two variables

are related here.
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So, from a sample of n observations of x and y the product moment correlation or Karl

Pearson correlation can be calculated using this relation; r is equal to summation the

difference of X i to X bar and the difference of Y i to Y bar over sum of squares for X i

and sum of squares for Y i.

So, this all i r from 1 to n; so, if we see this if we divide both of these by degrees of

freedom by n minus 1; divide this by n minus 1, we can see that the relation add in the

numerator is covariance of XY and the relation the numerator is the standard deviation

for X and standard deviation for Y if I take this into the under root.

So,  r  is  nothing,  but  covariance  of  XY over  standard  deviation  for  X and  standard

deviation for Y; r  varies between minus 1 to plus 1 plus 1 be between these perfect

positive  correlation  minus  1  means  perfect  negative  correlation.  The  correlation

coefficient between two variables will be the same regardless of their underlying units of

measurement correlation does not change; correlation does not change with the units of

measurement. 

Also it  does not tell  the reason it  does not tell  the reason that  why there is  positive

correlation or negative correlation; it just tells that yes it is varying positively.
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Let me take an example for this. So, we have the respondent numbers here they are 12

respondents attitude towards city is scaled here. And duration of residence in the city is

given importance attached to weather is given there are three variables and n is equal to

12. So, what do we do?

So, let us try to find the correlation between the attitude towards the city and duration of

residence. Let me put this as Y variable and this as X variable; so, first we will calculate

X bar and Y bar here Y bar comes down to that is calculated here.
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X bar is average of all the values here, Y bar is average of all the values here. So, this X

bar is sum divided by 12; so, this comes down to 9.33, Y bar is 6.853. We can calculate

X i minus X bar into Y i minus Y bar in this way 10 minus X bar into 6 minus Y bar 12

minus X bar into 9 minus Y bar. So, this whole calculation is done here and this value

comes down to 179.

(Refer Slide Time: 06:41)

Similarly, we calculate X i minus X bar square for all the observations Y i minus Y bar

square and we calculate this r. So, these calculations are taken from the book marketing

research by NK Malhotra you can refer the book for more details. So, this is very sample

correlation.

So, what is the value? The value is coming 0.93 which means the correlation is very

strong if I divide the correlation from minus 1 to plus 1 0 here in between if I divide this

correlation 0 means no correlation minus 1 means perfect negative correlation plus 1 is

perfect positive correlation. And if I divide this further 0.5 minus 0.5; if this is more than

0.75 this say that this is strong positive.
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So, this exhibits strong positive correlation types correlations this is positive correlation

and linear strong positive correlation,  this is negative correlation you can see that by

increasing value of X here the Y is decreasing at this value of X Y is large at the larger

value of X Y is small; so, this is a negative correlation.

So, in the previous example we can say the correlation is strong; that means, we can say

that the attitude towards city is very highly correlated with the duration of residence. The

length of residence or the duration of resident the longer the resident had stayed in the

city the positive he has the attitude towards the city. So, he is quite loyal or quite loving

toward his city.

So,  this  is  no  correlation  r  0  this  is  again  r  0;  there  is  increasing  and  decreasing

correlation these are Karl non-linear correlation. So, this is the drawback or pitfall of the

correlation there is a relation increasing then decreasing, but the correlation coefficient

says I do not know if there exist some relation or not. So, this is not explained by the

correlation coefficient. So, for this we need to fit some regression model here.
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So,  before talking  more  about  correlation  I  will  have  to  discuss  the  t  distribution  if

random variable X is normally distributed then the following statistic has t distribution

with n minus 1 degrees of freedom.

(Refer Slide Time: 10:48)

Where t is calculated as X bar that is for sample minus population mean by standard

deviation for the sample. So, t is calculated as X bar that is for sample minus mu that is

for a population by standard deviation because it is for sample we have divided this by

under root n. So, very similar to the standardised normal distribution the t distribution



behaves it  has more area in tails  and less in the centre  than the standardized normal

distribution, we will see the t distribution here.
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This is t distribution. So, these are the value at minus 1.98 deviate value; we have 0.25

area  on  the  left  hand side  and 0.25  percent  of  area  on  the  right  hand  side.  So,  the

confidence interval here is 95 percent; the degrees of freedom n minus 1 are directly

related to the sample size n. The this is freedom minus 1 is here because we know one

statistic  one  of  the  parameter  is  known as  the  sample  size  and  degrees  of  freedom

increase S becomes a better  estimate and the t  distribution gradually approach is  the

standardised  normal  distribution  for  large  sample  size  until  that  two  are  virtually

identical.

We find that the critical values of t for the appropriate degrees of freedom from the table

of t distribution. So, if sample size is generally less than 30; we applied t distribution if it

is greater than 30, it is normal distribution. So, this approach is normal distribution; in

some cases some researchers say that this value should be 120 and greater than 120 is

exactly normal distribution.
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So, if you want 95 percent confidence interval with degrees of freedom 99 then we can

find the appropriate value of t from the following table. So, at 95 percent confidence

interval 95 percent confidence interval as we just saw at 95 percent confidence interval

with two tail test here, the area is distributed 2.5 percent on this side 2.5 percent on this

side and 95 percent is here. So, at 95 percent for two tail test this is the value; so, degrees

of freedom here 99 this is the value of t statistic here.

(Refer Slide Time: 13:34)

So, decomposition of total variation when the product moment correlation is computed



for a population rather than sample it is denoted by the letter rho the Greek letter here.

The coefficient r is an estimator of rho then the statistical significance of the relationship

between two variables measured by using r can be conveniently tested. So, that is make

the  hypothesis  here  H  naught  which  is  null  hypothesis  that  implies  no  relationship

between  X  and  Y. So,  this  is  that  null  hypothesis  rejected  that  is  no  relationship

hypothesis is rejected.

(Refer Slide Time: 14:39)

So, the test statistic is evaluated using this relation t is equal to r into n minus 2 by 1

minus r square under root which has t distribution with n minus 2 degrees of freedom.

So, we calculate the value of t here 0.93 was the correlation coefficient value which we

calculated here 0.9361 and the other values we put here 12 minus 2 so, on.

So, the t statistic value is 8.414 and for the 10 degrees of freedom from the t distribution

table the critical value of the two tailed test for 95 percent confidence interval is 2.228

hence  the  critical  value  is  way  less  than  2.228  is  less  than  8.414.  Hence  the  null

hypothesis of no relationship between X and Y is rejected; that means, there existent

relationship. So, this is one of the application of the t distribution here.



(Refer Slide Time: 15:50)

So, there is a non-linear relationship as we discussed before here there is a non-linear

relationship there is a relationship, but the correlation coefficient is 0. So, this diagram is

again explaining that thing.

(Refer Slide Time: 16:05)

Though next is  partial  correlation partial  a partial  correlation coefficient  measure the

association between two variables after controlling for adjusting for the effects of one or

more additional variables, here the partial correlation between x and y while controlling

the variable z is given by this relation partial correlations have an order associated with



them. So, what is the practical significance here? Let me say I am looking on the sales of

garments sales of let me put the sales of woollen garments or woollen clothes. So, sales

of the woollen clothes is my Y variable, X variable is the price of the garment the higher

would be the price the lower would be the sale this is the kind of known thing ok.

But if I say the temperature or the weather is another variable here. So, when I see the

correlation coefficient between or association between the sales of woollen cloths and

price; while controlling the variable temperature I would see that the lower temperature

that is in winters the sales is high. If I just see the relation between X and Y the price

would affect the sales the price would produce the sales.

But if temperature another variable is there if it is chilling cold here if the winter season

is at peak and the cold is chilling, the sales would be high irrespective of price. So, this is

the use of partial correlation; so, here continuous dependent variable would be woollen

garment sales measured in rupees continuous independent variable would be the price

also measured in rupees. And the single controlled variable that is the single continuous

independent  variable  which  we  are  adjusting  for  would  be  the  temperature  that  in

measured in degrees rupees this is rupees.

And we may believe that this relationship between woollen garments sales and prices

sales go down as prices go up, but it is interesting to note at if this relationship is effected

by the temperature that if that is if the relationship is weaker, when we take into account

the temperature. Since we suspect customers are more willing to buy woollen garments

irrespective of price if it is a cold season.

Partial  correlation have an order associated with them the order indicates  how many

variables are being adjusted or controlled. Simple correlation coefficient r has a 0 order

as it does not control for any additional variables while measuring association between

two variables. So, this is a one order correlation where controlling one order.

So,  let  us  say  if  I  have  also  having some other  variable  Z  2;  if  this  is  Z  1  that  is

availability or market shortage. So, I can put here Z 1 and Z 2 two variables are control

that this becomes second order partial correlation.
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So, this r xy dot z is a first order partial correlation coefficient, as it controls for the effect

of one additional variable. The second order partial correlation coefficient controls for

the effect of two variables the third order for the effect of three variables and so, on.

A special case when partial correlation is larger than the respective zero order correlation

involves a suppressor effect. Suppressor effect means since we were talking about these

two as primary variables, but if Z temperature is effecting the sales so, much that this

partial correlation coefficient is higher than this is suppressing my independent variable

suppressing my other primary variable price temperature is suppressing the price.
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Next  comes  in  part  correlation  part  correlation  coefficient  represent  the  correlation

between  X and Y; when the  linear  effects  of  other  independent  variables  have  been

removed from X, but not from Y; the part correlation coefficient R y x dot z is calculated

as  follows.  That  is  the  partial  correlation  coefficient  is  generally  viewed  as  more

important than part correlation coefficient.  So, part correlation coefficient is a special

case of partial correlation coefficient

So, in partial correlation coefficient if we say whether there were relation between the

graduate and undergraduate grades,  while  we control  the IQ. And in part  correlation

coefficient we can say what is the correlation between the two types of grades controlling

the  graduate  grades  for  graduate  study  time.  So,  this  can  be  one  special  case;  part

correlation coefficient can be one special case of partial correlation coefficient. So, with

this I would like to stop here.

Thank you.


