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Hello, and welcome back to the course on Econometric Modelling. Today, I begin with

Module 19 which is the first module under Part 4, which deals with statistical inferences. So,

the first test we are going to consider is the t-test. So Module 19 on t-test.



(Refer Slide Time: 00:43)

First of all, we talk about t-distribution. There are three important rules which we need to

remember in order to understand how the t-ratios are actually formed. So, if x and y are two

independent random variables, where x is a standard normal variable, so it follows a normal

distribution with 0 mean and variance one, y follows a chi-square distribution with k degrees

of freedom, then follows our t-distribution with k degrees of freedom.𝑥
𝑦/𝑘

So this is our t-ratio, which is obtained as a ratio of a standard normal variable and a

chi-square variable divided by k and the entire thing under root. So, alternatively, the other

rules we need to remember are first of all if x follows a standard normal distribution, that is

normal distribution with mean 0 and variance 1, then follows a chi-square distribution𝑥2

with 1 degree of freedom.

And if x follows a standard normal distribution, then (refer slide time: 2:02). So, a standard

normal distribution when squared follows a chi-square distribution, and this chi-square

distribution when summed up over an observation follows a chi-square distribution with n

degrees of freedom. So these are the three rules.

Now, we know that one of the CLRM assumptions says (refer slide time: 2:32). We have also

discussed this previously that since (refer slide time: 2:40).

Alternatively, (refer slide time 2:55- 3:23), when we do not write it in matrix form in the first

place and this is also the case when we deal with simple linear regression.



So, we have only one independent variable. Suppose the independent variable is x then we

would be writing it in this format. Both are the same thing. In the case of multiple regression

analysis, we use it in matrix form otherwise in its simpler form and both follow a standard

normal distribution with mean 0 and variance 1.

(Refer Slide Time: 03:52)

Now, we note that since (refer slide time: 3:57). Therefore, as I have just mentioned that if x

follows a standard normal distribution, would follow the chi-square distribution with one𝑥2

degree of freedom.

So, (refer slide time: 4:26), then this follows a chi-square distribution with n degrees of

freedom.

Now, suppose we call this y, where y follows a chi-square distribution with n degrees of

freedom. We are denoting it by y because just in the previous slide, I mentioned that if x

follows a standard normal distribution, and y follows chi-square distribution, then with k

degrees of freedom, then follows t-distribution with key degrees of freedom. So, this is𝑥
𝑦/𝑘

something we are going to actually prove that how does it happen.

Now, if y follows a chi-square distribution with n degrees of freedom, then (refer slide time:

5:33). This is a biased estimator of the population error variance, and an unbiased estimator

of the population error variance is , when we have only 2 independent variables, or𝑛 − 2

rather 1 constant and 1 independent variable.



So, when we are dividing it by , we are replacing this thing with sigma hat square,𝑛 − 2

(refer slide time 6:44).

Y follows a chi-square distribution with , degrees of freedom, and would follow𝑛 − 2 𝑦
𝑛−2

our t-distribution with degrees of freedom. So we are having actually in the𝑛 − 2

denominator .σ2̂

σ2

So, this is actually equal to (refer slide time: 7:41- 8:07).

So we are actually dealing with it with respect to a single independent variable. And the

specific reason for this is that t-statistic or t-test is actually applied to test for a single

hypothesis under the assumption that other things are actually not tested for.

(Refer Slide Time: 08:29)

Now, talking about the pdf of the t-distribution, it has a shape similar to that of the standard

normal distribution, except that it is more spread out and therefore, has more area in the tails.

As the degrees of freedom get large, the t-distribution approaches the standard normal

distribution.

The figure shows that the pdf of the t-distribution with various degrees of freedom, how do

they move or behave. So, as you can see that the degrees of freedom increase, the



t-distribution actually behaves more like that of the standard normal distribution. It has a

mean 0 and variance for n greater than 2.𝑛
𝑛−2

(Refer Slide Time: 09:17)

Now, talking about the t-ratio, the t-ratio that we have just derived, recall that by talking

about inferences and test of significance approach, we introduce the formula of the test

statistic of t-test for the slope parameter (refer slide time: 9:35- 10:03).

The ratio of the coefficient to its standard error given by this expression is known as the

t-ratio or t-statistic. So, what we have just derived in the previous slide is called the t-ratio.

And depending on the value of , under the null hypothesis, we will be forming our t-ratio orβ

t-statistic.

(Refer Slide Time: 10:25)



For a two-sided test, (refer slide time: 10:30) should always be a non-negative number,

because variance is always a non-negative number. So that is why we put the mod value of

the only if it is (refer slide time: 10:48), greater than, then the null hypothesis that theβ
^

coefficient is 0 is rejected and the coefficient, actually the associated variable, is said to be

statistically significant.

So what we mean by this is that if we reject the null hypothesis, then first of all the

coefficient is statistically significant. And having a statistically significant coefficient implies

that the explanatory variable is statistically significant, which implies that the contribution of

that explanatory variable in explaining variations in the dependent variable is statistically

significant, significantly different from 0.

The value of 1.96, which would apply for the 95 percent significance level in a large sample

is often used as a benchmark value when a table of critical values is not immediately

available. The t-ratio for the test of the hypothesis that a coefficient equals 0 is a standard part

of the regression output of most computer programs.

So, most computer programs provide the regression results with their t-ratios and for large

samples since their t-test approaches the standard normal distribution. So, we can use 1.96,

which actually corresponds to the 5 percent significance level of the standard normal

distribution as also the 5 percent significance level for the t-distribution provided my sample

is large enough.



(Refer Slide Time: 12:45)

Now, we take an example of a t-test in a simple linear regression format. Consider the

estimates of the intercept and the slope from a simple linear regression with n equals 15. So,

we have 15 observations. The standard errors are also given using which we can calculate the

t-ratios as mentioned in the table.

Note that if a coefficient is negative, the t-ratio will also be negative because standard errors

are always non-negative numbers. So my hypotheses are, we test them separately. (Refer

slide time: 13:23- 14:07).

(Refer Slide Time: 14:06)



So in a t-test, individual null hypotheses are tested separately as I have already mentioned.

The test statistics would be compared with the appropriate critical values from a

t-distribution. I have a t-table just in the next slide.

(Refer Slide Time: 14:36)

Here the number of degrees of freedom is given by 15 minus 2 that is 13 and the 5 percent

critical value for this two-sided test is actually 2.5 percent in each tail and you can see that

from this table, this is my 2 tails.

I have a 5 percent significance level corresponding to 0.025 one tail value, that is 2.5 percent

in a particular tail, and as shown in the previous slide that my degrees of freedom are 13. So

corresponding to this, I have 2.160 at a 5 percent level of significance at individual tails. And

if I consider a 1 percent significance level, then my critical value is 3.012 for individual tails.

(Refer Slide Time: 15:20)





So you can see that this is 2.160 for 5 percent and while the 1 percent two-sided critical value

is 3.012, just as we have observed from the table. Given the t-ratios and critical values,

is not rejected since our calculated value of 0.81 actually lies in the acceptance𝐻
0
: α = 0

region or non-rejection region, rather, I must say.

So this is my distribution and this is at 2.5 percent, 2.5 percent. The values are -2.16 and 2.16.

Since it takes a value of 0.81, it actually is somewhere here. So it falls in the non-rejection

region. We do not reject the null hypothesis, but is rejected because the calculated𝐻
0
: β = 0

value -10.04 is actually less than -2.16, and of course less than plus 2.16 or -10.04 will be

somewhere here in the rejection region.

And that is why the second null hypothesis or the null hypothesis concerning is rejected. Soβ

this is the t-table that I had just used. I just want you to note that this t-table has degrees of

freedom up to 22. The rest of the degrees of freedom of this table will be presented in a later

slide.



(Refer Slide Time: 17:00)

Now, the implications of the t-test results, if is rejected, it would be said that the test𝐻
0

statistic is significant. So this implies that is significantly different from 0. If the variable isβ
^

not significant, it means that while the estimated value of the coefficient is not exactly 0. For

example, (refer slide time: 17:23).

So, if the variable is not significant or the estimated coefficient is not significant, it means

that while the estimated value of the coefficient is not exactly 0, the coefficient is

indistinguishable statistically from 0. So statistically, it is not significantly different from 0. If

a 0 were placed in the fitted equation instead of the estimated value, this would mean that

whatever happened to the value of that explanatory variable, the dependent variable would be



unaffected. This would then be taken to mean that the variable is not helping to explain

variations in y and that it could be therefore removed from the regression equation.

(Refer Slide Time: 18:28)

Now, we take another example of a t-test from a multiple regression framework. So, let us

consider the earnings equation of Mroz, the study was published in 1987, where he

considered 428 married working women, and the equation he estimated with a large number

of data. So, the data actually consisted of more women, but out of them 428 were working.

So, this equation specifically pertains to only those women who are working and their

number was 428. So, the equation is (refer slide time: 19:08). Then we have education and

whether the woman has kids or not, plus an error term.

This is the framework of the equation. The regression results are given as shown in the table.

So value is observed to be 0.04, which is actually very small and this is based on 428𝑅2 𝑅2

observations. And these are the variables, their coefficients, their standard errors, and the

t-ratios that are being calculated. So what do we observe?



(Refer Slide Time: 19:59)

There are 428 observations and 5 parameters, so the t-statistic have (428 − 5 = 423)

degrees of freedom. For 95 percent significance levels, their standard normal value of 1.96 is

appropriate when the degrees of freedom are this large.

(Refer Slide Time: 20:21)

Now, I show you the table with degrees of freedom 22 or more. So we are having here sample

size which is 428. Degrees of freedom pertaining to 100 are mentioned here. After that, it

goes to 1000. Now, again if I consider 2 tail significance levels of 5 percent and 1 tail

significance level of 2.5 percent then you can see that pertaining to 1000, this is actually



1.962 for 1000 observations. And this is so close to the standard normal critical value which

is 1.96.

(Refer Slide Time: 21:17)

So that is why we can consider it to be 1.96. When the sample goes large, the t-distribution

actually becomes equivalent to the standard normal distribution. And these, of course,

represent the confidence level. Now, we can see that for 95 percent significance levels, the

standard normal value of 1.96 is appropriate when the degrees of freedom are this large.

(Refer Slide Time: 21:39)

By this measure, all variables except for the constant term are statistically significant and

signs are consistent with expectations. So we will not get into the signs as we are not actually



discussing the economic implications of the variables included in the equation, but provided

that my critical value is 1.96. So, you can see that all these estimated t-values or t-statistics

are greater than 1.96, except for the constant term. All the estimated coefficients are

statistically significant. Statistically significant implies that they are significantly different

from 0. So this is how we understand t-ratios and t-test in a multiple regression framework.

(Refer Slide Time: 22:17)

These are the references that I have followed. Thank you.


