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Hello, and welcome back to the course on Econometric Modelling. Today, I begin with
Module 19 which is the first module under Part 4, which deals with statistical inferences. So,

the first test we are going to consider is the t-test. So Module 19 on t-test.



(Refer Slide Time: 00:43)

t-Distribution
+ Three important rules
1. Ifxand y are two independent random variables where

x~N(0,1) and y~§§,\then T= %w@

) HENQOD), ther(mg

3. And, If x~N(0,1), noxbeyd

+ We know that one of the CLRM assumptions is u~N (0, 52).
+ And since ﬁI/SJI inthe u, S<N(B, o (X'X) 1)
)

N

Therefore,
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First of all, we talk about t-distribution. There are three important rules which we need to
remember in order to understand how the t-ratios are actually formed. So, if x and y are two
independent random variables, where x is a standard normal variable, so it follows a normal

distribution with 0 mean and variance one, y follows a chi-square distribution with k degrees

X

Vy/k

of freedom, then follows our t-distribution with k degrees of freedom.

So this is our t-ratio, which is obtained as a ratio of a standard normal variable and a
chi-square variable divided by k and the entire thing under root. So, alternatively, the other

rules we need to remember are first of all if x follows a standard normal distribution, that is

normal distribution with mean 0 and variance 1, then x follows a chi-square distribution

with 1 degree of freedom.

And if x follows a standard normal distribution, then (refer slide time: 2:02). So, a standard
normal distribution when squared follows a chi-square distribution, and this chi-square
distribution when summed up over an observation follows a chi-square distribution with n

degrees of freedom. So these are the three rules.

Now, we know that one of the CLRM assumptions says (refer slide time: 2:32). We have also

discussed this previously that since (refer slide time: 2:40).

Alternatively, (refer slide time 2:55- 3:23), when we do not write it in matrix form in the first

place and this is also the case when we deal with simple linear regression.



So, we have only one independent variable. Suppose the independent variable is x then we
would be writing it in this format. Both are the same thing. In the case of multiple regression
analysis, we use it in matrix form otherwise in its simpler form and both follow a standard

normal distribution with mean 0 and variance 1.

(Refer Slide Time: 03:52)

t-Distribution

+ Also, u;/a~N(0,1), i.e. u/a follows standard normal distribution.

. The;éfore, (%‘)ZNX% and Z?q(%)z'"_x;i

NS

h A2
+ Suppose, y =Y, (—) where y~y2
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Now, we note that since (refer slide time: 3:57). Therefore, as I have just mentioned that if x

follows a standard normal distribution, x would follow the chi-square distribution with one

degree of freedom.

So, (refer slide time: 4:26), then this follows a chi-square distribution with n degrees of

freedom.

Now, suppose we call this y, where y follows a chi-square distribution with n degrees of
freedom. We are denoting it by y because just in the previous slide, I mentioned that if x

follows a standard normal distribution, and y follows chi-square distribution, then with k

X

y/k

something we are going to actually prove that how does it happen.

degrees of freedom, then follows t-distribution with key degrees of freedom. So, this is

Now, if y follows a chi-square distribution with n degrees of freedom, then (refer slide time:
5:33). This is a biased estimator of the population error variance, and an unbiased estimator
of the population error variance is n — 2, when we have only 2 independent variables, or

rather 1 constant and 1 independent variable.



So, when we are dividing it by n — 2, we are replacing this thing with sigma hat square,

(refer slide time 6:44).

Y follows a chi-square distribution with n — 2, degrees of freedom, and —n% would follow

our t-distribution with n — 2 degrees of freedom. So we are having actually in the

N

2

denominator -\ [ =
o

So, this is actually equal to (refer slide time: 7:41- 8:07).

So we are actually dealing with it with respect to a single independent variable. And the
specific reason for this is that t-statistic or t-test is actually applied to test for a single

hypothesis under the assumption that other things are actually not tested for.

(Refer Slide Time: 08:29)

. A
t-Distribution

The pdf of the t distribution has a
shape similar to that of the standard
normal distribution, except that it is
more spread out and therefore has
more area in the tails. As the
degrees of freedom gets large, the t /
distribution  approaches  the
standard normal distribution. The
figure shows the pdf of the t-
distribution with various degrees of
freedom. It has a 0 mean and 7 |
variance =n/(n-2)forn>2. 3 0 3

df =24 » <« df=2
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Now, talking about the pdf of the t-distribution, it has a shape similar to that of the standard
normal distribution, except that it is more spread out and therefore, has more area in the tails.
As the degrees of freedom get large, the t-distribution approaches the standard normal

distribution.

The figure shows that the pdf of the t-distribution with various degrees of freedom, how do

they move or behave. So, as you can see that the degrees of freedom increase, the



t-distribution actually behaves more like that of the standard normal distribution. It has a

. n
mean 0 and variance —- for n greater than 2.

(Refer Slide Time: 09:17)

|
The t-Ratio

+ Recall that while talking about inferences and test of significance
approach, we introduced the formula of the test statistic of t-test
for the slope parameter as

+ Test statistic

« Ifthetestis  Hyf=0 ﬂAiﬁ #0

.. B
+ Thenthe test statistic = ——
T SE®)
« The ratio of the coefficient to its standard error, given by this

expression, is known as the t-ratio or t-statistic.

where the null hypothesis is Hy: f = f*
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Now, talking about the t-ratio, the t-ratio that we have just derived, recall that by talking
about inferences and test of significance approach, we introduce the formula of the test

statistic of t-test for the slope parameter (refer slide time: 9:35- 10:03).

The ratio of the coefficient to its standard error given by this expression is known as the
t-ratio or t-statistic. So, what we have just derived in the previous slide is called the t-ratio.
And depending on the value of B, under the null hypothesis, we will be forming our t-ratio or

t-statistic.

(Refer Slide Time: 10:25)



I
t-Test

+ For a two sided test, if i where t(l_g) is the
zh

SER) > t(1—§),(n—k)’ (n-k)

100(1 - a/2) percent critical value from the t distribution with (n - k)
degrees of freedom, then the null hypothesis that the coefficient is zero
is rejected and the coefficient (actually, the associated variable) is said
to be “statistically significant.”

+ The value ofgl.%, which would apply for the 95 percent significance
level in a largé sample, is often used as a benchmark value when a table
of critical values is not immediately available. The t ratio for the test of
the hypothesis that a coefficient equals zero is a standard part of the
regression outout of most comnouter nrograms.
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For a two-sided test, (refer slide time: 10:30) should always be a non-negative number,

because variance is always a non-negative number. So that is why we put the mod value of

the only B if it is (refer slide time: 10:48), greater than, then the null hypothesis that the
coefficient is 0 is rejected and the coefficient, actually the associated variable, is said to be

statistically significant.

So what we mean by this is that if we reject the null hypothesis, then first of all the
coefficient is statistically significant. And having a statistically significant coefficient implies
that the explanatory variable is statistically significant, which implies that the contribution of
that explanatory variable in explaining variations in the dependent variable is statistically

significant, significantly different from 0.

The value of 1.96, which would apply for the 95 percent significance level in a large sample
is often used as a benchmark value when a table of critical values is not immediately
available. The t-ratio for the test of the hypothesis that a coefficient equals O is a standard part

of the regression output of most computer programs.

So, most computer programs provide the regression results with their t-ratios and for large
samples since their t-test approaches the standard normal distribution. So, we can use 1.96,
which actually corresponds to the 5 percent significance level of the standard normal
distribution as also the 5 percent significance level for the t-distribution provided my sample

is large enough.



(Refer Slide Time: 12:45)

A
Example of t-Test

: Consider the estimates of the intercept and the slope from a simple
linear regression with n = 15,)The standard errors are also given, using
which we can calculate the t-ratios as mentioned in the table.

+ Note that if a coefficient is negative, its t-%atio will also be negative.

N v\

« Hpa=0 andHUi[)’ =0 & AﬁLJ

Estimates 1.10 -19.88

SE 1.35 _

t-ratio -19.88/1.98 =-10.04

—_—
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Now, we take an example of a t-test in a simple linear regression format. Consider the
estimates of the intercept and the slope from a simple linear regression with n equals 15. So,
we have 15 observations. The standard errors are also given using which we can calculate the

t-ratios as mentioned in the table.

Note that if a coefficient is negative, the t-ratio will also be negative because standard errors
are always non-negative numbers. So my hypotheses are, we test them separately. (Refer

slide time: 13:23- 14:07).

(Refer Slide Time: 14:06)

e
Example of t-Test

In a t-test individual null hypotheses are tested separately.

+ The test statistics would be compared with the appropriate critical
value from a t-distribution.

» Here the number of degrees of freedom is given by 15-2 =13,
+ The 5% critical value for this two-sided test (remember, 2.5% in

each tail for a 5% test) is 2.160, while the 1% two-sided critical
value (0.5% in each tail) is 3.012,

* Given the t-ratios and critical values, Hy: @ = 0 is not rejected since
-2.160 < 0.81 < 2.160 but Hy: f = 0 is rejected because -10.04 < -
2.160 < 2.160.

[
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So in a t-test, individual null hypotheses are tested separately as I have already mentioned.
The test statistics would be compared with the appropriate critical values from a

t-distribution. I have a t-table just in the next slide.
(Refer Slide Time: 14:36)

t Table
cum. prob| gy try tyy tys e toy tys [ tans tagy  tagey
nei| 050 025 020 045 040 005 0025 001 0.005 0.001 0.0005|
/zo-lails 100 05 040 030 020 0107005 0.02 .0.01 0.002 0.001
df
1| 0000 1000 1376 1963 3078 6314 1271 3182 6366 31831 63662
2] 0000 0816 1061 1386 1886 2020 4303 6065 0925 22327 31509
3 0000 0765 0978 1250 1638 2353 3182 4541 5841 10215 1294
4 0000 0741 0941 1100 1533 2132 2776 3747 4604 7173 8610
5 0000 0727 0920 1156 1476 2015 2571 3365 4032 5893 6869
6
1
8

0000 0718 08906 1134 1440 1943 2447 3143 3707 5208 5959
0000 0711 0896 1119 1415 1895 2365 2098 3499 4785 5408
0000 0706 0889 1108 1397 1860 2306 2896 3355 4501 5041
9 0000 0703 0883 1100 1383 1833 2262 2821 3250 4207 4781
10[ 0000 0700 0879 1083 13712 1812 2228 2764 3169 4144 4587
11| 0000 0697 0876 1088 1363 1796 2201 2718 3106 4025 4437
12| 0000 0695 0873 1083 1356 1782 2179 2681 - 3085 3030 4318

VAS -0.000—0604—B870—+079—4350_ 1771 2650 (30T 3852 422
14) 0.000 0692 0868 1076 1345 1761 o 2624 29717 st 4140

15| 0000 0691 0866 1074 1341 1753 2131 2602 2947 3733 4073
16| 0000 0690 0865 1071 1337 1746 2120 2583 2921 3686 4015
17) 0000 0689 0863 1069 1333 1740 2110 2567 2898 3646 3965
18/ 0000 0688 0862 1067 1330 1734 2101 2552 2878 3610 392
190 0000 0688 (0861 1066 1328 1720 2003 2530 2861 3579 3833
20 0000 0687 0860 1064 1325 1725 2086 2528 2845 3552 3850
21 0000 0686 0859 1063 1323 1721 2080 2518 2831 3527 3819
22 0000 0686 0858 1061 1321 1717 2074 2508 2819 3505 3792
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Here the number of degrees of freedom is given by 15 minus 2 that is 13 and the 5 percent
critical value for this two-sided test is actually 2.5 percent in each tail and you can see that

from this table, this is my 2 tails.

I have a 5 percent significance level corresponding to 0.025 one tail value, that is 2.5 percent
in a particular tail, and as shown in the previous slide that my degrees of freedom are 13. So
corresponding to this, I have 2.160 at a 5 percent level of significance at individual tails. And

if I consider a 1 percent significance level, then my critical value is 3.012 for individual tails.

(Refer Slide Time: 15:20)



Example of t-Test

In a t-test individual null hypotheses are tested separatelﬁ”

+ The test statistics would be compared with the appropriate critical
value from a t-distribution.

» Here the number of degrees of freedom is given by 15-2 =13,

+ The 5% critical value for this two-sided test (remember, 2.5% in
each tail for a 5% test) is 2.160, while the 1% two-sided critical
value (0.5% in each tail) is 3.012.

+ Given the t-ratios and critical values, Hy: @ = 0 is not rejected since

-2.160 @ 2.160 but Hy: f =0 is rejected because -10.04 < -

2.160 < 2.160. o
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A
Example of t-Test

+ Consider the estimates of the intercept and the slope from a simple
linear regression wit The standard errors are also given, using
which we can calculate the t-ratios as mentioned in the table.

« Note that if a coefficient is negative, its t-ratio will also be negative.

N d o
* Hpa=0andHzf=0 42 5

I T Y

Estimates 1.10 -19.88

SE 1.35 ,

t-ratio 1.1/1.3 -19.88/13? =-10.04

NPTEL ONLINE

t Table
cum. prob Ly trg gy tys Ty g tas loy U a8 toy  lus
netail 050 025 020 045 040 005 _0.025 0.01 0005 0.001 U.UUOS'
5 Jn-ﬁails 100 050 040 030 020 010 C- 005> 0.02 0.1 0.002 0.001

10000 1000 1376 1963 3078 631 1271 3182 6366 31831 63662
2 0000 0816 1081 1386 1885 2920 4303 6965 9925 2237 315%
3 0000 0765 0978 1250 1638 2383 3182 4541 5341 10215 129M
40000 0741 0841 1190 153 212 2776 3MT  46M 7473 8610
5| 0000 0727 0920 1% 1476 2015 2571 3365 4032 5893 6869
6 0000 0718 0805 1134 1440 193 2447 3M3 3707 5208 595
70000 0711 089 1119 1415 1805 2365 2098 3499 4785 5408
8 0000 0706 0889 1108 1397 1860 2306 289 335 4501 5041
9 0000 0703 0883 1100 1383 1833 2262 2821 3250 4207 4781
10| 0000 0700 0879 1083 1372 1812 2228 2764 3160 4144 4587
10000 0697 0876 1088 1363 1796 2201 2718 3106 4025 4437
12| 0000 0695 0873 1083 135 1782 2179 2681 - 3055 3930 4318
6.000—0:664——H870— i 2650 (3012 3852 4221
10000 0692 0868 1076 1345 1761 264 2077 3787 4140
150000 0691 0866 1074 1341 1753 2131 2602 2047 37133 4073
16| 0000 0680 0865 1071 1337 176 2120 2583 2921 3686 4015
17| 0000 0689 0863 1069 133 170 2110 2567 2898 3646 3965
18] 0000 0688 0862 1067 1330 173 2101 2552 2878 3610 392
19| 0000 0688 0861 1066 1328 1720 2083 2539 2861 3579 3883
20 0000 0687 0860 1064 1326 1726 2086 2528 2845 3552 3850
210 0000 0686 0859 1063 1323 1721 2080 2518 2831 350 3819
2| 0000 0686 0858 1061 1321 1717 2074 2508 2819 3505 3792

NPIEL ONUNE
O Il ROORKEE CERTACATION COURSE



So you can see that this is 2.160 for 5 percent and while the 1 percent two-sided critical value
is 3.012, just as we have observed from the table. Given the t-ratios and critical values,

HO: a = 0 is not rejected since our calculated value of 0.81 actually lies in the acceptance

region or non-rejection region, rather, I must say.

So this is my distribution and this is at 2.5 percent, 2.5 percent. The values are -2.16 and 2.16.
Since it takes a value of 0.81, it actually is somewhere here. So it falls in the non-rejection

region. We do not reject the null hypothesis, but H o B = 0 is rejected because the calculated

value -10.04 is actually less than -2.16, and of course less than plus 2.16 or -10.04 will be

somewhere here in the rejection region.

And that is why the second null hypothesis or the null hypothesis concerning f3 is rejected. So
this is the t-table that I had just used. I just want you to note that this t-table has degrees of
freedom up to 22. The rest of the degrees of freedom of this table will be presented in a later

slide.



(Refer Slide Time: 17:00)

-
Implications of the Test Results

« IfHyis rejected, it would be said that the test statistic is significant.

« If the variable is not ‘significant’, it means that while the estimated
value of the coefficient is not exactly zero (e.g. 1.10 in the example),
the coefficient is indistinguishable statistically from zero. If a zero were
placed in the fitted equation instead of the estimated value, this would
mean that whatever happened to the value of that explanatory
variable, the dependent variable would be unaffected.

+ This would then be taken to mean that the variable is not helping to
explain variations in y, and that it could therefore be removed from the
regression equation.

[+]
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Example of t-Test

: Consider the estimates of the intercept and the slope from a simple
linear regression with n = 15,The standard errors are also given, using
which we can calculate the t-ratios as mentioned in the table.

+ Note that if a coefficient is negative, its t-%atio will also be negative.
_ NV
= Vit =0 A
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Now, the implications of the t-test results, if Ho is rejected, it would be said that the test

statistic is significant. So this implies that f3 is significantly different from 0. If the variable is
not significant, it means that while the estimated value of the coefficient is not exactly 0. For

example, (refer slide time: 17:23).

So, if the variable is not significant or the estimated coefficient is not significant, it means
that while the estimated value of the coefficient is not exactly 0, the coefficient is
indistinguishable statistically from 0. So statistically, it is not significantly different from 0. If
a 0 were placed in the fitted equation instead of the estimated value, this would mean that

whatever happened to the value of that explanatory variable, the dependent variable would be



unaffected. This would then be taken to mean that the variable is not helping to explain

variations in y and that it could be therefore removed from the regression equation.

(Refer Slide Time: 18:28)

Example of t-Test in Multiple Regression

+ Let us consider the earnings equation of Mroz (1987) of 428
married working women. The equation is given as

+ In(earnings) = f; + ﬁ@@+ﬁ age’)+ Breducation +

Bskids + u
+ The regression results are given as,

[ R based 1’(1 428/observations @@

|

| Variable Coefficient Standard Error { Ratio
Constant / 30000 | 17674 1833
Age 020056 | 008386 2392
«\g& -0.0023147 0.00098688 “2045
Education 0.067472 0025248 2672
Kids ~0.35119 0.14753 -2.380

NPTEL ONUNE
‘ M RCOREL CEMIACATION COURSE

Now, we take another example of a t-test from a multiple regression framework. So, let us
consider the earnings equation of Mroz, the study was published in 1987, where he
considered 428 married working women, and the equation he estimated with a large number

of data. So, the data actually consisted of more women, but out of them 428 were working.

So, this equation specifically pertains to only those women who are working and their
number was 428. So, the equation is (refer slide time: 19:08). Then we have education and

whether the woman has kids or not, plus an error term.

This is the framework of the equation. The regression results are given as shown in the table.

So R” value is observed to be 0.04, which is actually very small and this R’ is based on 428
observations. And these are the variables, their coefficients, their standard errors, and the

t-ratios that are being calculated. So what do we observe?



(Refer Slide Time: 19:59)

I
Example of t-Test in Multiple Regression

+ There are 428 observations and 5 parameters, so the t statistics
have (428-5) = 423 degrees of freedom.

« For 95 percent significance levels, the standard normal value of
1.96 is appropriate when the degrees of freedom are this large.

« By this measure, all variables (except for the constant term) are
statistically significant and signs are consistent with expectations.
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There are 428 observations and 5 parameters, so the t-statistic have (428 — 5 = 423)
degrees of freedom. For 95 percent significance levels, their standard normal value of 1.96 is

appropriate when the degrees of freedom are this large.
(Refer Slide Time: 20:21)

t Table

cum. prob ") s tw Ly o tas Lars o Tons Lo Tooms
onedalll 050 025 020 015 010 0.05 '!].025 0.01 0.005 0.001 0,0005'
twotails|  1.00 0.50 040 030 020 010 (m 0.02 001 0.002 0.001

f

\/:2 0000 0686 0858 1061 1321 1717 2074 2508 2819 3505 3792
23] 0000 0685 0858 1080 1319 1714 2069 2500 2807 3485 3768
24| 0000 0685 0857 1059 1318 1711 2064 2482 2797 3467 3745
25| 0000 0684 0856 1058 1316 1708 2060 2485 2787 3450 3725
26| 0000 0684 0856 1058 1315 1706 2056 2479 2779 3436 3707
27| 0000 0684 0855 1057 1314 1703 2082 2473 2771 3421 3690
28| 0000 0683 0855 1086 1.313 1701 2048 2467 2763 3408 3674
29| 0000 0683 0854 1085 1311 1699 2045 2462 275 339 3659
30 0000 0683 0854 1055 1.310 1697 2042 2457 2750 3385 3646
40| 0000 0681 0851 1050 1303 1684 2021 2423 2704 3307 3551
60| 0000 0679 0848 1045 1296 1671 2000 2390 2660 3232 3460
80| 0000 0678 0846 1043 1292 1664 1990 2374 2639 3195 3416

100/ 0000 0677 0845 1042 1290 1660 1984 2364 2626 3174 3390

\000) 0000 0675 0842 1037 1282 1646 (T 2330 2581 3098 3.300
0000 0674 0842 1036 1282 1645 (19607 2326 2576 3.080 3291

0% 50% 60% 70% 80% 90% 95% 98%  99% 99.8% 99.9%
Confidence Level
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Now, I show you the table with degrees of freedom 22 or more. So we are having here sample
size which is 428. Degrees of freedom pertaining to 100 are mentioned here. After that, it
goes to 1000. Now, again if I consider 2 tail significance levels of 5 percent and 1 tail

significance level of 2.5 percent then you can see that pertaining to 1000, this is actually



1.962 for 1000 observations. And this is so close to the standard normal critical value which

is 1.96.

(Refer Slide Time: 21:17)

- |
Example of t-Test in Multiple Regression

« There are 428 observations and 5 parameters, so the t statistics
have (428-5) = 423 degrees of freedom.

« For 95 percent significance levels, the standard normal value of
1.96 is appropriate when the degrees of freedom are this large.

+ By this measure, all variables (except for the constant term) are
statistically significant and signs are consistent with expectations.
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So that is why we can consider it to be 1.96. When the sample goes large, the t-distribution
actually becomes equivalent to the standard normal distribution. And these, of course,
represent the confidence level. Now, we can see that for 95 percent significance levels, the

standard normal value of 1.96 is appropriate when the degrees of freedom are this large.

(Refer Slide Time: 21:39)

A
Example of t-Test in Multiple Regression

+ Let us consider the earnings equation of Mroz (1987) of 428
married working women. The equation is given as

+ In(earnings) = f; + _ﬁi@+ ﬁ@+ Preducation +
Bskids +u

+ The regression results are given as,

|' R based Yﬁ@nhwl vations 0.040995
|

| Variable Cocfficient Standard Error 1 Ratio \ Q\L
Consint | 30009 | 17674 ‘
Age 0.20056 0.08386
Age? ~0.0023147 000098688
Education 0.067472 0.025248
Kids -0.35119 0.14753
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By this measure, all variables except for the constant term are statistically significant and

signs are consistent with expectations. So we will not get into the signs as we are not actually



discussing the economic implications of the variables included in the equation, but provided
that my critical value is 1.96. So, you can see that all these estimated t-values or t-statistics
are greater than 1.96, except for the constant term. All the estimated coefficients are
statistically significant. Statistically significant implies that they are significantly different

from 0. So this is how we understand t-ratios and t-test in a multiple regression framework.

(Refer Slide Time: 22:17)
|
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These are the references that I have followed. Thank you.



