Tools in Scientific Computing
Prof. Aditya Bandopadhyay
Department of Mechanical Engineering
Indian Institute of Technology, Kharagpur

Lecture — 20
Probability density functions and sampling
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Hi everyone to this new lecture, in this lecture we are going to look at random numbers.
In particular we are going to look at a Monte Carlo simulation and we will juxtapose
against dynamical simulation and that will be covered in the next lecture, but for now
Monte Carlo simulation is a way of generating states.

So, different states of a system and then finding out the statistics of those states, whereas,
a dynamical simulation is something in which you evolve a certain state over time. You
do not randomly generate a state, but you let states evolve, but the point is in each of these
kinds of simulation you need to sample various random numbers ok. So, sampling happens

from a distribution.

So, imagine you have a probability distribution function. So, I will tell you what it is. So,
pdf which looks something like this, alright. So, the pdf if we call it f(x), so, it must have

certain properties and the most important property is that integral x0 to xmax of f(x) dx

must be equal to 1, so the integration f;’”f(x)dx = 1. So, x is the random variable, f(x)



is the probability density function of the random variable x and the integral from x naught

to x max must be 1 that is the total probability of all the variables x must be equal to 1.

And, this is quite similar to the toss of a coin where each or rather the role of a die where
each face has 1 by 6 probability and you have 6 faces. So, the summation of all
probabilities is equal to 1. So, this is more of a discrete probability distribution whereas,
this is more of a continuous distribution and the way to quantify it is through a probability

distribution function or a probability density function.

And, so, the higher value over here means these variables are more likely to occur than
these variables. Wherever the pdf is low or the value of the pdf is low you have a lower
probability of sampling that number. So, uniform distribution something like this meaning

that all the variables have equal probability of being sampled, ok.

So, suppose this goes from 0 to 6, right; so, the uniform distribution can you tell me what
form it must have? So, f06 f(x)dx = 1 because f(x) is equal to constant(c ), so, this is

simply 6¢ = 1. So, the constant is ¢ = 1/6. So, the probability density function in the case

of a uniform distribution is simply 1/(Xnax— Xmin)-

So, I mean this is in a nutshell. I mean as we go along in this lecture we will see various
things and how they can be of various utilities, you know we will see how to approximate
pi using the Monte Carlo simulation, the very classic dart throwing problem. And, then we
will look at a very famous problem it is called as the Buffon needle problem in which we

also get an approximation to pi.
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import numpy as np;

import matplotlib.pyplot as plt;
plt.rcParas.update({"text.usetex":True});
%config InlineBackend.figure format = "svg"
from ipywidgets import interactive |

from scipy.integrate import solve_ivp

from mayavi import mlab

def mu_effect(nu = 1)
x = np. linspace(-3
X, ¥ = np.me:
U = nu-x*2;
V=Y

3, 100); y = np. linspace(-3, 3, 100);

plt.streamplot(X, Y, U ration_direction='forward', density=1.5)
ax = plt.gea();

W=
W

-"

Error displaying widget: model not found I
~ b
def snb(a = 0.4. b =1.0) 9 2
§8 @ Ppython3|ide Saving completed Mode: Command @ Ln ,}&1/'
or mH A 9 0~ 1

So, let us begin. Let me select the Python kernel and yeah. So, straight away let me import

all these things from a previous snippet.
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inport numpy as np;

import matplotlib.pyplot as plt;
plt.rcParams.update({"text.usetex":True});
%config InlineBackend.figure_format = "svg"

from ipywidgets import interactive

NameError I, Traceback (most recent call last)
<ipython-input-2-aaBed3a5e168> in

1 N = 10000;
--==> 2 s = np.random.uniforn(0, 6, size(N,));

NameError: name 'size' is not defined

Mode:Edit @ Ln2 Cadl
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Saving completed

And, these are things we would require regardless of what we are trying to do, and it is
just bringing in an interactive widget numpy. We will need scipy later on, but we will
import it as and when we need it, alright. So, the first thing is let us find out a bunch of

uniformly distributed variables. So, let me run this alright.

So, let us define the number of samples as N and let me define it as 10000, alright. Then

let me define s as the samples; so s will be np.random.uniform and let us say we want to



sample between 0 and 6 and we will say we want N number of picks ok. So, this will give

us no sorry, this has to be size equal to this alright.
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import numpy as np;

import matplotlib.pyplot as plt;
plt.rcParams.update({"text.usetex":True});
%config InlineBackend.figure format = "svg"
from ipywidgets import interactive

N = 10000;
s
print(s

p.randon.uniforn(8, 6, 1);

[0.43923477)

Mode: Command @ L], Co
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So, now what we have done is we have sampled 10000 variables from a uniform

distribution with a minimum value is 0 and a maximum value is 6.
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Docstring:
uniform(low=0.0, high=1.0, size=None)

Draw samples from a uniform distribution.

Sanples are uniforaly distributed over the half-open interval
“"[low, high)™" (includes low, but excludes high). In other words,
any value within the given interval is equally likely to be drawn
by “uniform’.

.. note
New code should use the ~“uniform ™ method of a ~ default_rng()
instance instead; see "random-guick-start’.

Parameters

low : float or array_like of floats, optional
Lower boundary of the output interval. ALl values generated will be
greater than or equal to low. The default value is @.

high : float or array_like of floats
Upper boundary of the output interval. All values generated will be
less than high. The default value is 1.0.

size : int or tuple of ints, optional
Output shape. If the given shape is, e.g., ~"(m, n, k) °, then

ntntk samples are drawn. If size is ““Nome' " (default),

a single value is returned if ““low " and ““high'' are both scalars.
Otherwise, *"np.broadcast(low, high).size'™ samples are drawn.

1: @

Saving completed

So, let me just show you the contextual help for this. So, uniform, low, high, size this is

what we need. In fact, if I give this 1, | will get only one value let me print it out.
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inport numpy as np;
import matplotlib.pyplot as plt;
plt.rcParams. update({"text.usetex" : True}
%config InlineBackend.figure format =
from ipywidgets import interactive

N = 10000;
s = np.randon.uniforn(8, 6, 1); _
print(s

[1.14298811)

Mode: Command @
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So, this is one random value. If | run this snippet again | will get another random value.
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import numpy as np;

import matplotlib.pyplot as plt;
plt.rcParans.update({"text.usetex" :True});
%config InlineBackend.figure format = "svg"
from ipywidgets import interactive

N = 10000;
s = np.random.uniform(®, 6, 1);
print(s)

[@.22656848]
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import nunpy as np;

import matplotlib.pyplot as plt;
plt.rcParams.update({"text. usetex":True});
Xconfig InlineBackend.figure_format = "svg
from ipywidgets import interactive

N = 10000;
s = np.random.uniform(@, 6, 1);
print(s)

[1.31256324]

§8 @ Ppython3|idie Saving completed
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import nunpy as np;

import matplotlib.pyplot as plt;
plt.rcParams.update({"text. usetex":True});
Xconfig InlineBackend.figure_format = "svg
from ipywidgets import interactive

N = 10000;
s = np.random.uniform(@, 6, 1);
print(s)

[0.46356793]
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import nunpy as np;

import matplotlib.pyplot as plt;
plt.rcParams.update({"text. usetex":True});
Xconfig InlineBackend.figure_format = "svg
from ipywidgets import interactive

N = 10008;
s = np.random.uniform(@, 6, 1);
print(s)

[2.72889758]
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Saving completed
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inport numpy as np;

import matplotlib.pyplot as plt;
plt.rcParams.update({"text. usetex": True});
Xconfig InlineBackend.figure format = "svg"
from ipywidgets import interactive

N = 10600;
= np.random.uniforn(@, 6, 1);|
print(s)

| [1.88589475]
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import numpy as np;
import matplotlib.pyplot as plt;
plt.rcParans. update({"text.usetex": True});
%config InlineBackend.figure_format = "svg"
from ipywidgets import interactive

N = 10008;
s = np.random.uniforn(9, 6, 1);
print(s)

[3.74360487]

Mode: Command @ Ln1, g
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If I run this again; run this again, see if | keep running it I will get a host of random values

uniformly sampled ok.
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import numpy as np;
import matplotlib.pyplot as plt;
plt.rcParams. update({"text.usetex" :True});
%config InlineBackend.figure format = "svg"
from ipywidgets import interactive

N = 10;
s = np.random.uniform(@, 6, size=(N,));
print(s

[4.18160613 2.05959307 5.69948117 ©.493
4.86725405 2.46384445 3.43617744 4,

3.55539522 4.61090418

Mode: Command @ Ln1
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So, | will keep it like this maybe let me show 10 values. So, these are 10 values which
have been sampled, alright.
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[16]: |N = 10008;
s = np.random.uniforn(9, 6, size=(N,));

plt.plot(s, '.k*, markersue:ll

[16]: [<matplotlib.lines.line2D at 8x12ce13804f0>]

0 2000 1000 6000 8000 10000

Saving completed Mode:Edit @ Ln3,Cg

So, let me also show a plot of it. Now, let me do plt.plot(s). So, now what we have is this
is the array index of s on the x-axis. On the y-axis we have the value and it sort of fills the
entire space from 0 to 6 because we have a lot of sampling going on and it will appear
quite filled if you increase this further it will. So, ideally we should only plot the points
rather than joining them by lines. So, let me do this. Let me write marker size equal to 1
ok.
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N = 10000;
s = np.random.uniforn(0, 6, size=(N,));

plt.plot(s, '.k', markersizes1

[<matplotlib.lines.Line2D at @x12celb2b7c@>]

0 200 1000 6000 8000 10000

§8 @ Ppython3|idie
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So, these are all the various samples. So, at a certain x value you have only one sample,
ok. Do not be confused, do not think that you have multiple samples for a given x value,
alright and this might be clearer if we reduce this to 50 ok.
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N = 59;
s = np.raddom.uniforn(@, 6, sizes(N,));

plt.plot(s, '.k', markersize=1)

[<matplotlib.lines.Line2D at @x12celb84cdd>]

Mode: Command @

So, for each x you have one sample and this is how you sample a lot of numbers between

0 and 6 uniformly. Now, what does the np.random offer us, let us see.
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Type: module
String forn: <nodule ‘numpy.random’ from 'F:\\anaconda\\1ib\\site-packages\\numpy\\random\\_init_.py">
File £:\anaconda\1b\site-packages\numpy\random\ _init_.py

Use *"default_rng()"" to create a "Generator' and call its methods.

Generator
Generator Class implementing all of the random number distributions
default_rng  Default constructor for ' Generator

MT19937
PCGB4
Philox
SFC64

1: @ Saving completed

Tjpe hete 1o search




(Refer Slide Time: 08:08)

ile Edit View Run Kemel Tabs Settings Help The pyt

Show ContextX W Untitledipynb® ™ leciBipynb X W monte_carojrX M UntitledipynbX W bifurcation miX = W lec16ipynb X [ lec13_imperfe X

Legacy

For backwards compatibility with previous versions of numpy before 1.17, the
various aliases to the global 'RandomState” methods are left alone and do not
use the new "Generator™ API.

utility functions

random Uniformly distributed floats over "' [@, 1)

bytes Uniformly distributed random bytes.

pernutation Randonly permute a sequence / generate a random sequence.
shuffle Randomly permute a sequence in place.

choice Random sample from 1-D array.

Compatibility

functions - removed
in the new API

rand Uniformly distributed values.
randn Normally distributed values
ranf Uniformly distributed floating point numbers.

Saving completed
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Utility functions

random Unifornly distributed floats over "*[@, 1)

bytes Uniformly distributed random bytes.

permutation Randomly permute a sequence / generate a random sequence.
shuffle Randomly permute a sequence in place.

choicg Random sample from 1-D array.

Compatibility

functions - removed
in the new API

rand Unifornly distributed values.

randn Normally distributed values.

ranf Uniformly distributed floating point numbers.

random_integers  Uniformly distributed integers in a given range.
(deprecated, use *“integers(..., closed=True) " instead)

randon_sample Alias for "randon_sample

randint Unifornly distributed integers in a given range

seed Seed the legacy random number generator.

Univariate

distributions

Saving completed

1s @

In the contextual help in the module we have this random which gives us random floats
over 0 to 1, we have permutations, shuffling ok, choice from a random array. So, not a
random array, if you have an array and we call the function choice it will select any element

from that array then we have rand, randn ok.
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in the new API

rand Unifornly distributed values.

randn Normally distributed values.

ranf Unifornly distributed floating point numbers.

randon_integers  Unifornly distributed integers in a given range.
(deprecated, use "'integers(..., closed=True)'" instead)

randon_sample Alias for *randon_sanple

randint Unifornly distributed integers in a given range

seed Seed the legacy random number generator.

Univariate

distributions

beta Beta distribution over “[0, 1],

binonial Binomial distribution

chisquare :math:"\chi*2" distribution.

exponential Exponential distribution.

f F (Fisher-Snedecor) distribution.

gamma Gamma distribution.

geonetric Geometric distribution.

gumbel Gumbel distribution.

hypergeometric Hypergeometric distribution

laplace Laplace distribution.

1: @ Saving completed

So, these are removed in the new API, but they will work nevertheless. Then we have some
univariate distributions, the beta distribution, binomial distribution, chi-square
distribution, exponential distribution, Fisher distribution, gamma distribution, hyper

geometric distribution.
(Refer Slide Time: 08:56)

rabylecture-list.html'as a quick reference

Show ContextX = % UntitledipynbX ™ lec18ipynb X ™ monte_carloifX ™ UntitledipynbX = ™ bifurcation miX = ™ lectbipynb X M lec13_imperfe X

Univariate

eta distribution over *"[

binomial Binomial distribution.
chisquare math: \chi*2 distribution
exponential Exponential distribution.

F (Fisher-Snedecor) distribution.
gamay Gamma distribution.
geometric Geometric distribution.
gumbel Gumbel distribution.
hypergeometric Hypergeometric distribution.
laplace Laplace distribution.
logistic Logistic distribution.
lognormal Log-normal distribution.
logseries Logarithmic series distribution

negative_binomial  Negative binomial distribution.
noncentral_chisquare Non-central chi-square distribution.

noncentral _f Non-central F distribution.
normal Normal / Gaussian distribution.
pareto Pareto distribution.
poisson Poisson distribution.
pover Power distribution.
rayleigh Rayleigh distribution.
triangular Triangular distribution. -
uniform Uniform distribution. <
yionmi <ac Van Micsc circulan distrihition
~
1: @ Saving completed Shou SRS
N

So, these are all various types of probability density functions, ok. We have the normal
distribution which is the Gaussian you may be aware, we have the Pareto distribution,
uniform distribution which we have just called, we have the Weibull distribution, Zipf

distribution.
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pareto Pareto distribution.

peisson Poisson distribution.
peuer Pouer distribution

rayleigh Rayleigh distribution

triangular Triangular distribution.

uniform Uniform distribution.

venmises Von Mises circular distribution.

wald Wald (inverse Gaussian) distribution.

weibull Weibull distribution.

zipf Zipf's distribution over ranked data

Multivariate

distributions

dirichlet Multivariate generalization of Beta distribution
multinomial Multivariate generalization of the binomial distribution.

multivariate_normal Multivariate generalization of the normal distribution

Standard

distributions

standard_cauchy Standard Cauchy-Lorentz distribution.
standard_exponential Standard expenential distribution.

| ERC] Saving completed
Type here 10 search

Then we have multivariate distribution. So, when we go from one variable to multiple
variables you have instead of a single function you have a surface, alright. So, then you

have some other standard distributions and all these things.

So, with the help of this we can sort of sample various distributions sample variables from
various distributions, ok. And, each distribution has its own set of parameters that you
need to give. For example, in the normal distribution or the Gaussian distribution we need

to supply the width of the Gaussian and the offset of the Gaussian.
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import numpy as np;

import matplotlib.pyplot as plt;
plt.rcParams.update({"text.usetex":True});
%config InlineBackend.figure_format = "svg"
from ipywidgets import interactive

N = 50;
s = np.random.normal (8, 1, size=(N,));
plt.plot(s, '.k', markersize=1)

[<matplotlib.lines.Line2D at @x12celbdf820>]
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So, obviously, when we call this so, let me go over here. So, now, let me go to the
contextual help of this, so, the location and the scale, alright. So, let me set the location to
be 0 and the scale to be 1, right. So, now, we will have a bunch of values which are picked

from or something close to - 2 to something close to 2.

(Refer Slide Time: 10:35)

N = 50; ) JE— J \
s = np.random.normal (8, 1, size=(N,)); T B =
Fo et x) S rgr =]
plt.plot(s, '.k', markersizes1) /| Cxé
)

[¢matplotlib.lines.Line2D at @x12celbdf820>] & = 1/
o

§8 @ Ppython3|idle Saving completed | "*

Because the Gaussian distribution when it is centered around the origin it looks something
like this ok. It is more likely to sample from the center that is the neighborhood of 0,

alright.

So, in fact, what is a very convenient way of sort of sampling a lot of points and then
telling someone that look the sampled points are indeed in this kind of a distribution? So,
the way to do it is to do a histogram. So, histogram is sort of telling you the number of

counts that you have in a certain bin. So, we can split this into various bins, alright.

(Refer Slide Time: 11:30)
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And, then let me print s alright and then what we will do? Suppose this is -2, - 1.7, - 1.5
and so on. So, this is 0.36. So, if this is 0.3 and 0.4, in this bin we will increment the count
to 1. Now what do we have? - 0.38 so we have to increase the bin. So, there will be one

count over here, then - 0.46 and then we will increment the count somewhere over here.

So, we will look at all the points and we will break up the domain into a lot of bins. We
will count the number of occurrences in each bin and we will plot the histogram, it is
something which you might have learnt in high school ok. So, because we are sampling
from a distribution we expect more points or a larger count for numbers near the origin
and we expect fewer counts for number away from the origin. So, let us see. Let us look

at how we can do the histogram.
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N = 50;
s = np.random.nornal (@, 1, size=(N,));
print(s)

¢, h, _ = plt.hist(s, 10)

[ 1.42857413 -0.23391442 -1.09855942 1.47216111 1.21421804 -0.50189522
-1.21172035 0.95625071 1.20013958 ©.79294615 -0.84021958 ©.91120914
-1.17194079 ©.30070148 -8.0211594 ©.74715002 ©.18299286 1.75819733
-0.84914034 ©.19623035 -0.76808147 ©.40354145 -0.65003461 -0.28201855
-8.71856663 ©.86654721 -8.46854501 -8.69390528 -1.49060247 1.28288898
1.2761292 -0.34118197 1.85071014 ©.80850123 ©.57912726 ©.94266467
-0.16802032 1.25812165 ©.25216178 ©.48895096 -1.82923555 0.80214615
-0.93170516 -1.51684021 -0.83387118 ©.69994852 -0.42519468 -0.88096269
0.28215224  1.61058803]
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So, there are multiple ways of doing the histogram. In fact, there are two easy ways of
doing it. So, one is directly using the matplotlib function. So, we have the count, h, patch
so, but we want we do not want to access the patch. This will be equal to plt.hist, then we
will pass s, then we will pass the number of bins. So, suppose | wanted over 10 bins alright.
So, let me run this and show you what happens.

(Refer Slide Time: 13:21)
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So, it has created a bin, it has created 10 number of bins. So, we have asked the function
to give us the histogram over 10 number of bins. So, if you count this1234567 89 10.
So, it has split the domain into 10 bins, alright. So, 1, 2, 3,4, 5, 6, 7, 8, 9 and 10. So, it has
split it into 10 bins and what is the edge of the bin. So, this will be the minimum value.



So, what we have is a bunch of samples S[0], S[1] all the way to S[n]. So, it will find out
the minimum value amongst these picks this as the left most edge. It will find the maximum
value out of all this and it will set that as the right most edge then it will split that domain
into 10 bins ok. It is like taking a linspace and then it will loop over all the values S[0],

S[1] and it will see inside which bin it lies.

So, over here we see that the bin between - 0.5 and - 0.15 or something it has 6 counts
something between 0.3 or 0.2 and 0.5, it has 7 counts something between 1.2 and 1.5 it has

7 counts.
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import numpy as np;

import matplotlil 1
plt.rcParams.update(
%config InlineBacken _fory
from ipywidgets import interactive

N = 1006;
s = np.randon.normal (8, 1, size=(N,));
print(s)
G,hy o

-4.47965994e-01 1.84951243e+00 2.
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But, now let us increase the number of samples that we take. Let me make it 1000 and let

me; let us run this. Let us see what.
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-1.14167427e+00 3.07483729e-01 -1.33374403e+00 1.38388328e-01
8.35822163-01 1.12679356e-01 1.06952997e+00 5.98058635¢-01
-1.7332681e4+00 3.18890105e-01 2.83350497e-02 4.88747580e-01
1.13841067¢+00 -2.11586558e-01 1.88458339+00 -4.26270936e-03
8.17228743e-01 1.26016908e+00 -9.82047329¢-02 -1.14958536e-01
-4.47965994e-01 1.04951243e+00 2.8019661%e-02 -1.22071783e+00
-1.10592599¢+00 -9.97247873e-01 7.07159285¢-01 -2.99437602¢-02
4.70895525e-01 1.78410222¢-01 3.06475881e-02 -3.60321065¢-01
-1.09420637+00 2.17732367e-01 4.22341407e-01 -4.34887747¢-01
-3.26726031e-01 -6.26494442¢-01 2.02120853¢-01 6.22356250e-01
-7.88871614e-01 -4.6455069%-01 7.464166702-01 -6.38842908¢-01
-2.63348296e-01 1.19169179e+00 -2.94525230e-01 1.40473227e+00
7.55390507¢-01 8.80695833e-01 -7.56939083¢-01 4.66843560e-01
-1.03752147e400 -2.13456828e+00 7.79773881e-01 5.34961354e-01
1.34001708e+00 3.24599322e-01 1.34002759+00 2.44298273e-01
1.01265348¢+00 -3.54920334e-01 -1,05398053e+00 -6.15988580e-01
-2.55948104e-81 2.38710465e-01 6.85592905e-01 -3.87221445e-01
5.54066655¢-01 6.14183861e-01 -1,42209880e+00 1.02255291e+00
-1,35159233e+00 -5.07677920e-01 -2.1078290%¢-01 2.4907601%¢-01
6.36145358e-01 2.75941996e-01 -5.13915946e-01 -1.58784770e-01
5.22022408¢-01 -1.83351728e+00 9.959604002-01 -1.18530220¢+00
-2.12680950e+00 -1.04824580e-01 4.42208445e-01 6.19183400e-01
2.56111888e-01 2.12824356e-01 9.98326563e-02 1.54206063e+00
-8.43534651e-01 -1.38142680¢-01 -4.10728666e-01 1.96994897e-01
-2.81522743e-01 -1.50531627e+00 1.16117071e+0@ 8.16139354e-01
-1.30164650e+00 -9.59430130e-01 -7.72487933e-01 -1.142351372+00 ’\

-4.97418712e-01 -7.24887513e-01 1.76788429e+0@ -5.24580414e-01 'y '
-2.11156892e+00 6.19953282¢-01 1.0738825%e+0@ 3.01831487e-01 d
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In fact, let me suppress printing because it is going to print 1000 values, alright.
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N = 1000;

s = np.random.nomal(8, 1, size=(N,));
¢, h, _ = plt.hist(s, 10)
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So, when we take 1000 values and we still have 10 bins, it appears to give that distribution
that we desire we have more. So, we have almost 250 counts near the origin. So, we have
total 500 counts near the origin, 500 out of 1000. So, we have almost half of all the samples
lying near the origin and the other half lies away from the origin. Let me increase the

number of bins.
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2471 |N = 10000;
s = np.random.normal (@, 1, size=(N,));
¢, h, _ = plt.hist(s, 100)
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Let me increase the number of bins so, you get a smoother distribution.
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Let me increase the number of points. So, now, we do see that we have this distribution of
counts, but this is the distribution of counts, it is not the probability density function. How

do we plot the probability density function? We do not want the counts, but the pdf in this
case.

So, essentially we are sort of representing the continuous function as a discrete function

and if we divide everything by the total number; so, for example, these had 500 counts in



total, but we divide it by the number of samples, right. So, we will get the fraction of total

samples that we have.

And, once you do that once you sort of see what is going on, so, the total number of all
counts will be equal to the number of samples you took, ok. Once you divided by the total

number you will get something which is going to be normalized.
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26]: N = 10000;

s = np.random.normal (0, 1, size=(N,));
¢, h, _ = plt.hist(s, np.linspace(np.min(s), np.max(s), 5-21, density=True)
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Saving completed Mode:Edit @ Ln3, Col et

So, you go over here and you say density equal to True essentially you are dividing by the
total number of samples that is N. So, now you get this distribution right. So, this particular
distribution is the Gaussian, but now | have asked it to do the histogram over 100 bins

alternately 1 could have supplied my own bins.

So, how do I sort of supply my own bins? So, | have already said that the bins must sort
of go from the minimum value of the sample to the maximum value of the sample. So, let

me do that.
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N = 10000;

s = np.random.normal (9, 1, size=(N,));
¢, h, _ = plt.hist(s, np.linspace(np.min(s), np.max(s), 50), density=True)
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So, I will do np.linspace(np.min(s), np.max(s),50) and let us take 50 bins. So, now we have

histogram which takes 50 bins. Let me do 100.
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N = 10000;

s = np.random.normal (@, 1, size=(N,));
¢, h, _ = plt.hist(s, np.linspace(np.min(s), np.max(s), 108), density=True)
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So, with none of this.
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N = 10000;

s = np.random.normal (8, 1, size=(N,)); [
¢, h, _ = plt.hist(s, np.linspace(np.min(s), np.max(s), 100), density=True)
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In fact, if I run this I can and again | will get a different histogram because each time | run
this cell 1 am sort of calling this function again and again and | am getting a new
distribution, alright. So, let us also plot on top of it the analytical expression for the

probability density function.
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N = 10008;
s = np.random.normal(, 1, size=(N,));

bins =np. linspace(np.nin(s), np.max(s), 108);
¢, h, _ = plt.hist(s,bins , density=True)
plt.plot(bins, 1/(2)**0.5%np. exp(- (x-

NameError Traceback (most recent call last)
<ipython-input-31-7e97fffed2da> in

3 bins =np.linspace(np.min(s), np.max(s), 100);

4¢, h, _ = plt.hist(s,bins , density=True
---=> 5 plt.plot(bins, 1/(2)**0.5%np.exp(-(x-8)**2/2));

NameError: name 'x' is not defined

§8 @ Ppython3|idee Saving completed Mode:Command @ Ln1, g

So, let me remove this and call this bins. Let me declare sorry bins equal to np dot let me
copy the code. And, let me also plot on top of the on top of this plt.plot(bins,1/sqrt(2*
sigma**2) * np.exp(-(x-0)**2/2). So, this will because sigma is 1. So, this will be simply



2 to the power 0.5 times exponential —(x — 0)**2. So, x is not defined, this has to be bins
alright. plt.plot(bins,1/2**0.5*np.exp(-(bins-0)**2/2))
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[33]: |N = 10000;
s = np.random.normal(@, 1, size=(N,));
bins =np. linspace(np.nin(s), np.max(s), 100);
¢, h, _ = plt.hist(s,bins , density=True)
plt.plot(bins, l/vZ’p)]"’u’.Srnp.exc(-(bms-a"".’ll‘,),

1 0 1 2 3
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So, it seems | have obtained the magnitude incorrectly. I think there is a pi somewhere ok.

So, itis 1/(\/ﬁ)e(‘xz/2) and that gives us the appropriate function.
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N = 10000;

X8, sig =9, 1;

s = np.randon.normal(x8, sig, size=(N,));

bins =np.linspace(np.nin(s), np.nax(s), 168);

¢, h, _ = plt.hist(s,bins , density=True)

plt.plot(bins, 1/(2*np.pi*sig**2)**a.5%np.exp(-(bins-x0)**2/(2*sig**2)));
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In fact, let me write s sig square and let me write and let me define this as x0. So, now, we
will give x0 and sig and we will define x0, sig =0 ,1. I think we have, yeah. So, now let

me change the offset, let me make it 1.
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N = 18000;

¥0, sig= 1, 1;

s = np.random.normal(xe, sig, size=(N,));

bins =np.linspace(np.nin(s), np.max(s), 108);

¢, h, _ = plt.hist{s,bins , density=True)

plt.plot(bins, 1/(2*np.pi*sig**2)**0.5%np.exp(-(bins-x8)**2/(2*sig**2)));
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So, now, the Gaussian is centered around 1. So, you can have a look at the equation it is
rather simple. It is | will write it down and you can have a look in the uploaded file. Well,

this defines the offset of the Gaussian and this defines the width of the Gaussian.
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N = 10000;

X8, sig=1, 2;

s = np.randon.normal(x8, sig, size=(N,));

bins =np. Linspace(np.min(s), np.nax(s), 160);

¢, h, _ = plt.hist(s,bins , density=True)

plt.plot(bins, 1/(2%np.pi®sig**2)**0.5%np.exp(-(bins-x@)**2/(2%sig**2)));
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So, if I make it 2 so, then | have a larger spread of the Gaussian.
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X0, sig = 1, 0.1;
s = np.randon.nornal (x0, sig, size=(N,));
bins =np.linspace(np.min(s), np.max(s), 100);
¢, h, _ = plt.hist(s,bins , density=True)
plt.plot(bins, 1/(2°np.pi*sig**2)**0.5"np.exp(-(bins-x8)**2/(2%sig**2)));
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If I make it smaller I will have a lower spread of the Gaussian ok, it becomes much thinner.
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N = 10008;

x0, sig = 1, 0.1;

s = np.random.normal(x@, sig, size=(N,));

bins =np.linspace(np.nin(s), np.max(s), 168);

¢, h, _ = plt.hist(s,bins , density=True)

plt.plot(bins, 1/(2*np.pi*sig*2)**a.5%np. exp(- (bins-x8)**2/(2*sig**2))); I
plt.xlin([-5, 5]

(5.0, 5.0)

Mode: Command @  Ln1, Col

18 @ Ppython3|idee Saving completed

jpe here 10 seweh

And, in order to really see whether it is becoming thinner or not I will just change | will
limit the x axis. So, plt.xlim let it go from - 5 to 5. (Refer Slide Time: 21:20)
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So, now it appears as a very thin Gaussian centered around 1.
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N = 10000;

X0, sig = 8, 0.1;

s = np.randon.normal(x8, sig, size=(N,));

bins =np.linspace(np.min(s), np.max(s), 108);

¢, h, _ = plt.hist(s,bins , densitysTrue)

plt.plot(bins, 1/(2*np.pi*sig**2)**2.5%np.exp(-(bins-x8)**2/(2%sig**2)));
plt.xlim([-5, 5])

(-5.2, 5.9)
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Let me make this 0 so that it is centered around the origin.
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plt.xlin([-5, 5])

(-5.9, 5.9)
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It was centered around yeah, it was centered around 1. Let me now increase this to 2.
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N = 10000;

x8, sig = 9, 2;

s = np.random.normal(xe, sig, size=(N,));

bins =np.linspace(np.min(s), np.max(s), 100);

¢, h, _ = plt.hist(s,bins , density=True)

plt.plot(bins, 1/(2%np.pi*sig**2)**0.5%np.exp(-(bins-x0)**2/(2*sig**2)));
plt.xlin([-5, 5]) ¥
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plt.xlin([-5, 5])
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So, now, it has increased the x limits are still the same.
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Let me make it 1.
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N = 10000;

X8, sig =9, 1;

s = np.randon.nornal (x0, sig, size=(N,));

bins =np.linspace(np.nin(s), np.max(s), 100);

¢, h, _ = plt.hist(s,bins , density=True)

plt.plot(bins, 1/(2*np.pi*sig**2)**a.5%np.exp(-(bins-x0)**2/(2%sig**2)));
plt.xlin([-5, 5])
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plt.xlin({-5, 5])

(-5.8, 5.0)
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And, it is something like this. In fact, what we can do is we can plot a bunch of histograms
like this for by looping over this. And, I will leave this as a small exercise to you. Just

make a small loop in which you are changing sigma and seeing how the Gaussian changes.
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plt.rcParams.update({"text.usetex":True});
%config InlineBackend.figure format = “svg"
from ipywidgets import interactive

N = 10000;

x8, sig =9, 2;

s = np.random.normal(x, sig, size=(N,));

bins =np.linspace(np.nin(s), np.max(s), 100);

¢, h, _ = plt.hist(s,bins , density=True)

plt.plot(bins, 1/(2%np.pi*sig?*2)**0.5%p.exp(- (bins-x8)**2/(2*sig"*2)));
plt.xlin([-5, 5])

(-5.8, 5.0)
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Notably once you make it fatter the maximum value will also change.
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Can you guess why? Think about it.
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[46]: |N = 10000;
¥0, sig = 8, 0.1;
s = np.random.normal(x0, sig, size=(N,));
bins =np. linspace(np.min(s), np.max(s), 1
¢, h, _ = plt.hist(s,bins , densitysTrue)|
plt.plot(bins, 1/(2*np.pi*sig?*2)**a.5%p.exp(- (bins-x0)**2/(2*sig**2)));
plt.xlin([-5, 5])

51: (-5.9, 5.9)
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And once you make it narrower the maximum value will increase, it becomes 4. So, think
about that. It is not that difficult to deduce. It has something to do with the fact that the
integral of the pdf has to be 1 that the area under the curve has to be 1, right.
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N = 10000;

xmin, xmax = 9, 6;

s = np.random. rm(xmin, xmax, size=(N,));
bins =np.linspace(np.min(s), np.max(s), 10);
¢, h, _ = plt.hist(s,bins , density=True)
plt.plot(bins, np.ones(np.shape(bins |f/\xmax-xm‘,‘,
plt.xlin([xmin-6.1, xmax+@.1])

Traceback (most recent call last)

ValueError [}
<ipython-input-47-8b3ad6ad72eb> in
4 bins =np.linspace(np.min(s), np.max(s), 100);
5¢, h, _ = plt.hist(s,bins , density=True
-===> 6 plt.plot(bins, 1/(xmax-xmin))
7 plt.xlim{[xmin-0.1, xmax+0.1])

F:\anaconda\lib\site-packages\matplotlib\pyplot.py in (scalex, scaley, data, *args, **kwargs)
fidocstring. copy(Axes.plot)

def plot(*args, scalex=True, scaley=True, data=None, *‘kwargs):

- 2761 return gea().plot(

Saving completed Mode:Edit @ Lns,
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So, now if | go back to the uniform distribution, let me copy this and let me make this as
xmin and make this xmax or let it go from 0 to 6. I will change this to xmin, xmax and we
do not really want to plot this, but instead of this we will simply plot 1 upon xmax - xmin
and the limit will be xmin - 0.1 to xmax + 0.1 and | am offsetting the limits of the plot

because | want to show the bin edges as well. So, let me run this.
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<IpyTNON-1NpUT-4/-50380634/ 26D 1N
4 bins =np.linspace(np.min(s), np.max(s), 100);
Sc, h, _ = plt.hist(s,bins , density-True
----> 6 plt.plot(bins, 1/(xmax-xnin))
7 plt.xlin([xnin-8.1, xmax+9.1])

F:\anaconda\lib\site-packages\matplotlib\pyplot.py in (scalex, scaley, data, *args, **kwargs)
@docstring. copy(Axes.plot)
60 def plot(*args, scalex=True, scaley=True, data=None, **kwargs):
-> 2761 return gea().plot(
62 *args, scalexsscalex, scaley=scaley, **({"data": data} if data
2763 is not None else {}), **kwargs)

F:\anaconda\lib\site-packages\matplotlib\axes\_axes.py in (self, scalex, scaley, data, *args, **kwargs)

46 kuangs = cbook.normalize_kwargs(kvargs, mlines.Line2D)
-> 1647 lines = [*self._get_lines(*args, data=data, **kwargs)]

1648 for line in lines:

1649 sg/lf add_line(line)
F:\anaconda\lib\site-packages\natplotlib\axes\_base.py in (self, *args, **kwargs)

204 this += args[0],

215 args = args[1:]
--> 216 yield from self. plot_args(this, kwargs)

217

218 def get_next_color(self):

F:\anaconda\11b\site-packages\natplotlib\axes\_base.py in (self, tup, kuargs)
210

Saving completed

18 @ Ppython3|idee

Tipe heretosearch



(Refer Slide Time: 23:32)

ile Edit View Run Kemnel Tabs Settings Help

Show ContextX [ Untitledipynb® ™ lec18ipynb X ™ monte_carlojrX ™ UntitledipynbX = bifurcation.miX = M lec16ipynb X [ lec13_imperfe X

B+ XD » = C» Cde v Pyhon3 Q

1646 kwargs = cbook.normalize_kwargs(kwargs, mlines.Line2D)

- 1647 lines = [*self. get lines('args, data=data, *'kwargs)]
1648 for line in lines:
1649 self.add_line(line)

F:\anaconda\lib\site-packages\matplotlib\axes\_base.py in (self, *args, **kwargs)
214 this += args[0],
215 args = args[1:]

== 216 yield from self. plot_args(this, kwargs)

27
218 def get_next_color(self):

F:\anaconda\lib\site-packages\matplotlib\axes\_base.py in (self, tup, kwargs)
341 if x.shape[@] != y.shape[0]

-=> 342 raise ValueError(f"x and y must have same first dimension, but
343 fhave shapes {x.shape} and {y.shape}")
344 if x.ndim > 2 or y.ndim > 2:

b
ValueError: x and y must have same first dimension, but have shapes (10@,) and (1,)

jrr
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It seems we have a small error.
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bins =np. linspace(np.min(s), np.max(s), 108);

¢, h, _ = plt.hist(s,bins , densitysTrue)
plt.plot(bins, np.ones(np.shape(bins))/(xmax-xmin)
plt.xlin([xmin-0.1, xnax+@.1])
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0.000
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This has to be np.ones(np.shape(bins)). So, we cannot plot a vector against a scalar. So,
what | had written initially was 1/(xmax — xmin), but it has to be multiplied by a number
of ones so that you can have two vectors which you can plot ok. So, this is a very classic
mistake, but nothing to be worried about alright, great. So, this is now the uniformly
distributed variables. Obviously, there will be some variables which are more sample, but
more or less you have a uniform distribution.
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N = 10000;

xmin, xmax = @, 6;

s = np.random.uniform(xmin, xmax, size=(N,));

bins =np.linspace(np.min(s), np.max(s), 58);

¢, h, _ = plt.hist(s,bins , densitysTrue)
plt.plot(bins, np.ones(np.shape(bins))/(xmax-xmin))
plt.xlim([xmin-0.1, xmax+2.1])

(-0.1, 6.1)
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If I increase or if | can reduce the number of bins it should become more uniform.
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N = 10000;

xmin, xmax = @, 6;

s = np.random.uniform(xmin, xmax, size=(N,));

bins =np.linspace(np.min(s), np.max(s), 18);

¢, h, _ = plt.hist(s,bins , density=True)
plt.plot(bins, np.ones(np. shape(bins))/(xnax-xmin))
plt.xlin([xmin-8.1, xmax+3.1])
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If | take only 10 bins then it becomes more and more uniform. So, think about it why
reducing the number of bins makes it more uniform. So, these are the certain questions
which if once you start playing around you will get an idea about it, alright. So, let us
proceed further. Let us quickly take a look at the Pareto distribution because | want to
establish a very useful concept by that.
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Draw samples from a Pareto II or Lomax distribution with

specified shape 3 it 4
/37 2 0 6/ 89 pp
The Lomax or Pareto II distribution is a shifted Pareto , s
distribution. The classical Pareto distribution can be
obtained from the Lomax distribution by adding 1 and a
multiplying by the scale parameter ~"m" (see Notes). The N ) B 2
snallest value of the Lomax distribution is zero while for the @ﬁ‘a g[JEW ITW - (X\ . am
classical Pareto distribution it is “'mu’", where the standard - Y / AL
Pareto distribution has location “'mu = 1"". Lomax can also /'\
be considered as a simplified version of the Generalized
Pareto distribution (available in SciPy), with the scale set

to one and the location set to zero. gx) *"
The Pareto distribution must be greater than zero, and is \

\
' @ 14 th‘ ™
unbounded above. It is also known as the "86-20 rule". In {1 \\'Lt )

this distribution, 88 percent of the weights are in the lowest I
20 percent of the range, while the other 20 percent fill the \ |

remaining 80 percent of the range. M"’———’/

: " *
.. note
New code should use the ""pareto’" method of a *"default_rng() =1 -
instance instead; see "random-quick-start’. Ta .
'
- ¥
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So, the Pareto distribution is one class of factorial distribution where the distribution looks
something like this, right. So, in this distribution you must supply the scale of this
distribution that is m and the power law that it follows that is a. So, the distribution, so, if

this, the random variable is x and the distribution f(x).

So, f(x) = am®/x**1 will be a m to the power let me just yeah a divided by x raised to
a + 1. So, this is the Pareto distribution over m to infinity. So, the random variable can lie
as between m and infinity; this can be open say alright. So, now, let us sample from the
Pareto distribution and let us draw the histogram. It is quite simple, but regardless. Later

on we will see manually how to do it.
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[ ]: [N = 10000;
xmin, xmax = @, 6;
s = (lenp.random.pareto(xmin, xmax, size=(N,)))*n;
bins =np. linspace(np.nin(s), np.max(s), 10);
¢, h, _ = plt.hist(s,bins , density=True)
plt.plot(bins, np.ones(np.shape(bins))/(xmax-xmin))
plt.xlin([xmin-0.1, xnax+0.1])

Saving completed

18 @ python3|ide Mode:Edit @  Ln3, Col 2548

jpe here 10 sewre



So, this will simply become the pareto and let us quickly look at the contextual help for

the pareto distribution.
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Paraneters
a : float or array_like of floats
Shape of the distribution. Must be positive.
size : int or tuple of ints, optional
Output shape. If the given shape is, e.g., ""(m, n, k)*", then
m*n*k'" samples are drawn. If size is ““None'" (default),
a single value is returned if "'a'" is a scalar. Otherwise,
np.array(a).size”" samples are drawn

out : ndarray or scalar
Drawn samples from the parameterized Pareto distribution.

scipy.stats.lomax : probability density function, distribution or
cumulative density function, etc.

scipy.stats.genpareto : probability density function, distribution or
cumulative density function, etc.

Generator.pareto: which should be used for new code

Notes
The probability density for the Pareto distribution is -
HEP .
nfx) = \fraciam*al{x"{a+1}}
> J

I 8 @ Saving completed Shoy

So, it is simply taking a and the size. So, because it is only taking the power law index
what we can do is we can do this and by default it generates the distribution from 1, ok.
So, the mu what this peak over here is equal to 1 and in fact, the generalized Pareto

distribution is available inside SciPy, but let us use the NumPy distribution for now.

So, what we will simply do is because we are generating something with 1, or in fact, ok.
So, the classical Pareto distribution can be obtained by adding 1 and multiplying the scale

factor. So, we will do 1 + pareto and multiply it with our factor m alright, fair enough.
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s = (1enp.randonm.pareto(a size=(N,)))*n;

bins =np.linspace(np.nin(s), np.max(s), 16);

¢, h, _ = plt.hist(s,bins , density=True)
plt.plot(bins, np.ones(np.shape(bins))/(xmax-xmin))
plt.xlim([xmin-8.1, xmax+8.1])

File "¢ipython-inplt-51-463dc6313fdc>”, line 3
s = (1+np.random.pareto(a size=(N,)))*n;

SyntaxError: invalid syntax
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So, 1 plus this multiplying m. So, this will give us the appropriate Pareto distribution and

the only index that we need is going to be a. So, a comma m is going to be say 0 or 2

comma 1, alright. So, let me run this and see.
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s = (l4np.random.pareto(a,size=(N,)))"m;

bins =np.linspace(np.nin(s), np.max(s), 18);

¢, h, _ = plt.hist(s,bins , density=True)
plt.plot(bins, np.ones(np.shape(bins))/(xmax-xmin))
plt.xLin([xmin-0.1, xnaxs.1])
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Have we missed bracket somewhere; we missed a comma, alright.

(Refer Slide Time: 28:03)

Saving completed

Python3 O




ile Edit View Run Kemel Tabs Settings Help

Show ContextX [ Untitledipynb® [ lectBipynb X ™ monte_carloigX ~ ® UntitledipynbX ™ bifurcation.miX = ® leci6ipynb X [ lec13_imperfe X
B +XDO » e C» Cde v Python3 Q

¢, h, _ = plt.hist(s,bins , densitysTrue)
plt.plot(bins, np.ones(np.shape(bins))/(xmax-xmin))
plt.xlim([xmin-0.1, xmax+2.1])
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¢, h, _ = plt.hist(s,bins , densitysTrue)
plt.plot(bins, np.ones(np.shape(bins))/(xnax-xmin))

[matplotlib. lines.Line2D at Bx12ce20cf4d>)
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So, there is no. We do not need the uniform distributions as well.
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N = 10000;

am=2,1;

s = (1+np.random.pareto(a,size=(N,)))*n;
bins =np.linspace(np.nin(s), np.max(s), 18);
¢, h, _ = plt.hist(s,bins , density=True)
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s = (1+np.random.pareto(a,size=(N,)))*n;

¢, h, _ = plt.hist(s,20 , densitysTrue)

5 i 100 1% 150

Saving completed

And let us remove the bins and let me take 20 bins.
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M= I
s = (1enp.random.pareto(a,size=(N,)))*n;

¢, h, _ = plt.hist(s,100 , density=True)
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Now, let me take 100 bins alright. So, there is a very high probability of something near 1
and then quickly decays to something like this. And, it has nonzero probability for large
values and this is what we will see over here the probability is decaying, but even for large

values it is small, but it is finite. It is not going to O that is why you have this.
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N 10000;
am=2,1;
s = (14np.random.pareto(a,size=(N,)))"n;

¢, h, _ = plt.hist(s,100 , density=True) I
plt.xlin([0, 10])
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Let us limit the x-axis scale to go from 0 to 10 maybe.
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¢, h, _ = plt.hist(s,1000
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And let us take a 1000 bins ok.
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Saving completed Mode: Command @  Ln1, Col ‘,,:\
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So, it looks something like this. So, now, let us plot the distribution on top of it. So, what
do we have? Something between 0 and 10. So, let me define x as np.linspace 0 to 10 then
my the pdf f will be a times m raised to a divided by x to the power a + 1, alright. So, this
has to be from 1, actually it has to be from m. So, let me run this and in fact, let me we

have to plot this as well. So, plt dot plot x comma f alright.
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Let me make it a broken black line great. So, the analytical expression that we have written
over here this particular expression and a large number of samples that we plucked from
the Pareto distribution of NumPy they are in good agreement and it should not come as a
surprise because in then we are sampling from the distribution and then eventually plotting
it.

So, it should not come as a great surprise to you, but I am just showing you some of the
nitty gritties of how that a, m all these things are decided. So, each distribution has its own
sort of set of parameters that you need to pass along and depending on the work you have
to supply the appropriate parameter in this case it was a and m.

And, the default function that NumPy gives it is choosing m has to be 0 we only give a,
but we can always do this little trick and see in the help itself tells you to do that. So, but
you can use the generalized Pareto distribution from SciPy if you do not want to do this
little thing alright. So, now, | am going to show you how to sample from a random

distribution or some probability distribution function. So, the basic idea is as follows.
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So, if you have a PDF. So, if this is x, suppose this is the PDF. So, this is the PDF. So,
what we will do is we will plot this PDF. So, this is called as the CDF. So, if this is X min

and this is X max. So, the CDF so, C(x) is defined as integral X min to x p of x prime dx
prime C(x) = f; _ p(x')dxl. So, if this is the value x, so, the CDF this particular value

will be the integration of the PDF from the minimum value to that particular value and this
is assigned to this value.

So, at this particular point it will be this particular integration and it will be assigned to
this. So, obviously, when x becomes equal to X max so, cumulate the C the value of the
cumulative distribution function or the cumulative density function at X max will be equal
to 1, because it is essentially going to be integral of X min to X max p of x prime dx prime
and by definition of being a probability density function, this integral is going to be 1,
alright. So, let us take this distribution and try to work with it.
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def mypdf(a,m,x)
return f.= a'n**a/(x**(a¢+1));

x = np.linspace(m, 6); p = mypdf()

Saving completed
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So, | am going to take this and in fact, let me wrap this inside a function. So, mypdf and
let it return this and the inputs to mypdf will be a, m and X, right. So, now, let x be
np.linspace it will go from m to set 6, we just want a truncated set of variables, alright. So,

then f or rather the pdf p will be mypdf.
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def mypdf(a,m,x)
return a*m**a/(x**(a+1));

a,m=21
x = np.linspace(m, 6); p = mypdf(a,m,x); plt.plot(x,p);
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(=
y
-
] 8 @ Ppython3|idle Saving completed Mode: Edit @ Ln1 Col 1 \J 4

This has to be only this. So, this there is a certain risk you run when you are trying to reuse
code, but anyway one has to be careful a, m, x, alright. So, let us definea ,m =2 ,1 alright.

So, now, let us plot this plt.plot(x, p), alright.



So, this is the distribution that we have, alright. So, now, it is only bounded to 1 to 6, but
is it really going to be the pdf and the answer is no because let us quickly print out the

integral of this supposed pdf from x min to x max.
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1]: |import scipy.integrate as si
def mypdf(a,m,x)
return a*n**a/(x**(a+1));
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Saving completed

So, intval is equal to. So, for this for performing the integration we have to import
scipy.integrate as si alright. So, si.trapz then this will be si.trpaz(p , x). So, then we will
print intval alright. So, intval comes out to be 0.977. So, obviously, the value of the integral
is not 1. So, we must what we call as normalized the pdf. So, we must divide it by the
integral.
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import scipy.integrate as si
def mypdf(a,m,x)
return a*m**a/(x**(a+1));

a,m=21

x = np.linspace(m, 6); p = mypdf(a,m,x); p = p/si.trapz(p,x); plt.plot(x,p);
intval = si.trapz(p, x); print(intval

1.0
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So, si.trapz or we can do the following then p equal to p divided by si.trapz(p,x). So, now,

when we do this we have the value of the integral to be exactly 1.

So, now, this function

which spans over m to 6, where m is equal to 1 in this case that has a value equal to 1 that

integral is equal to 1. So, it is a valid probability density function.

If it does not have the

integral equal to 1, it is not a valid probability density function, alright. So, we can get rid

of this.
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import scipy.integrate as si
def mypdf(a,m,x)
return a*m**a/(x**(a+1));

PV 1ot
x = np.linspace(n, 6); p = mypdf(a,m,X); p = p/si.trapz(
¢ = si.cumtrapz(p, X); plt.plot(x, c);

ValueError
<ipython-input-63-06fcf5f29f41> in
5a,m=2,1
6 x = np.linspace(m, 6); p = mypdf(a,m,x); p = p/si.trapz(p,x); plt.plot(x,p);
---=> 7 ¢ = si.cumtrapz(p, x); plt.plot(x, c);

Traceback (most recent call last)

F:\anaconda\lib\site-packages\matplotlib\pyplot.py in
2759 fdocstring. copy (Axes. plot)
2760 def plot(*args, scalex-True, scaley=True, data=None, *'kwargs)
-> 2761 return gea().plot
2762 *args, scalex=scalex, scaley=scaley, **({"data": data} if data
is not None else {}), **kwargs)

(scalex, scaley, data, *args, **kwargs)

F:\anaconda\1ib\site-packages\natplot1ib\axes\_axes.py in pict(self, scalex, scaley, data, *args, **kuargs)
1645 o

kwargs = cbook.normalize_kwargs(kwargs, mlines.Line20)
vear Y G PR P S R O
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Now, let us plot the cumulative distribution function. So, ¢ will be equal to si.cumtrapz

and over here will be p comma x, then we will do a plot plt.plot(x, c) alright. Let us see

what we get. We have an error.
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import scipy.integrate as si
def mypdf(a,m,x)
return a*n**a/(x**(a+1));

a,m=2,1
x = np.linspace(m, 6); p = mypdf(a,m,x); p = p/si.trapz(p,x); plt.plot(x,p);
¢ = si.cumtrapz(p, x, initial=8); plt.plot(x, c);

Saving completed
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So, once we do a cumtrapz it ignores the initial point. So, we will write initial equal to 0,

alright.
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So, it ignores that initial point because the initial point is quite trivial.
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So, C of x is this. So, if | write C(X,pin) = f;m_i"p(x’)dx’. Now, obviously, this is 0

because the line itself has the integration range itself is 0. So, we have to declare that once

you do that you put an initial value of 0 and this is something which you need to do. In
octave | do not think you need to do this, alright.
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So, we have this and in fact, let me also draw the line of 1. So, then we will do plt.axvline

or the hline 1, alright and let me make it as a broken let me write color equal to ‘k’, alright.

So, that is that limit of 1. So, now, our task is | mean | have used a known pdf, but suppose

that function were to be not known and I want to sample a lot of values from that function.
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So, we have over here the let me go back to that figure, alright. So, let me erase all this.
So, we have the PDF and we have the CDF. So, now, how do | sample points from this;
that is the question. So, the way to do it is you know that the CDF will go all the way from
0 to 1. So, now, your task is to find out a random number uniformly distributed between 0
and 1.

So, essentially suppose this is that random number or this is that random number. So, now

we drop this value on the cdf. Now, we see what is the corresponding X you have to that

value. Essentially what we are saying is s = f; - p(x)dx’. So, for what X do | obtain

that value of this sampling or that random value a uniformly drawn random value? So, let
us do that. Let me draw one uniformly one uniform; let me draw a uniformly sampled

random number between 0 and 1.
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So, let s be np.random.uniform between 0 and 1 and let me draw only 1 value. In fact, let
me declare it as N, where N will be equal to 1 for now alright. So, size = N, right. So, N,
means it is just a 1D array. So, let me print out that value. So, s is now 0.16418 ok. So, we

have something like 0.16 over here.

So, now it maps onto this particular value in the CDF. | must find out as to for what value
of x does that CDF occur. So, how do | do that? So, now, I have what? A bunch of values
of x and corresponding to that | have a bunch of values of the CDF. So, X min the value
of C will be 0, X max the value of C will be 1.

I must make an interpolation between the sampled value so that given the location of the
sampled value I can interpolate over X and find out for which value of X I will obtain that

CDF. So, I must first create an interpolation function.
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import scipy.integrate as si
import scipy.interpolate as sio
def mypdf(a,n,x)

return a'n**a/(x**(a+1));

am=21

x = np.linspace(m, 6); p = mypdf(a,m,x); p = p/si.trapz(p,x); plt.plot(x,p);
¢ = si.cumtrapz(p, x, initial=d); plt.plot(x, c); plt.axhline(1, color='k');

N=1;
s = np.random.uniforn(8, 1, size=(N,)); print(s)

ci = sio.interpld(c,x);

[8.25671124]
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So, for that, I must import scipy.interpolate as sio. Then | will make c interpolate equal to

interpld and I will make an interpolation function of ¢ as a function of x, alright. So, so

far so good. Now, | will so, what is ci? ci is now some kind of a interpolant | must pass

the value of s to the interpolant alright.
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So, I will say x interpolant equal to ci of s. Let me print what Xi is going to be as well. So,

Xi appears to be this actually each time I run the cell it is going to generate a new random

number. But, let us do this. Let us plot plt dot plot I will plot(xi , s) and I will put a black

mark.



So, what does it mean? It will show us this corresponding point. So, if this is the randomly
value random sample s. It will tell me for which oh sorry, this is not this is the CDF. So, if
I have this as the random value s, it will show this as the point which corresponds to x
interpolate comma s, alright. So, for that random number between 0 and 1 which has been
uniformly sampled this is the corresponding X. So, let us see.
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Great, so it lies on the CDF as expected. (Refer Slide Time: 43:35)
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N=1;
s = np.random.uniform(, 1, size=(N,)); print(s)
ci = sio.interpld(c,x); xi = ci(s); print(xi); plt.plot(xi, s, ‘ok'); !
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a,m=21
x = np.linspace(m, 6); p = mypdf(a,m,x); p = p/si.trapz(p,x); plt.plot(x,p);
¢ = si.cumtrapz(p, x, initial=@); plt.plot(x, c); plt.axhline(1, color='k');
N=1;
s = np.random.uniform(8, 1, size=(N,)); print(s)
I
ci = sio.interpld(c,x); xi = ci(s); print(xi); plt.plot(xi, s, 'ok');
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i = sio.interpld(c,x); xi = ci(s); print(xi); plt.plot(xi, s, 'ok');
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So, we can run this program a bunch of times and we will obtain a different random

numbers, alright and now let me sample more number.
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1.21496973 1.35369371 100973947 1.83983343)

18 @ Ppython3|idle Saving completed

So, let me sample 10.

(Refer Slide Time: 43:51)

ile Edit View Run Kemnel Tabs Settings Help

Show ContextX W Untitledipynb® = ™ lec1Bipynb X ™ monte_carloirX ™ UntitledipynbX ™ bifurcation.miX = ® lecibipynb X = M lec13_imperfe X

B+ X000 » C » Cde v Python3 O
ci = sio.interpld(c,x); xi = ci(s); print(xi); plt.plot(xi, s, 'ok');
[0.64963623
8.33158842

[1.6471416
1.21496973 1.35369371 1.000

7431
9

Saving completed

So, when | do this | get 10 values on top of that. So, the values of xi that | get through this
inversion process alright the values of xi that | obtain are the samples from that PDF that

we wish. That PDF need not be a Pareto redistribution, we can have anything we like.

But, that these are now the xi’s that we have sampled and how do | know that the xi’s that
| have sampled fall under that distribution. We have not shown the mathematical proof
this is not a course where | am going to show you the proof as to this method how it helps

us to sample values from the required PDF ok. What we expect now is if | draw the



histogram or the density histogram of xi over this range | should obtain this PDF that |
have. Let us see whether that is true or not.

(Refer Slide Time: 44:57)

ile Edit View Run Kemel Tabs Settings Help

Show ContextX ™ Untitledipynb® ™ lec1Bipynb X W monte_carloigX ™ UntitledipynbX = ™ bifurcation.miX = ® lecibipynb X
B+ XD0O» m C » Coe

¢ = si.cumtrapz(p, x, initial=8); plt.plot(x, c); pit.axhline(l, color="k");
N = 10;

A lec13_imperfe X

Python3 Q

s = np. randor

ci = sio.int xi ot(xi, s, 'ok');

counts, bins, = plt.hist(xi, binss30, density=True

Saving completed

Mode: Edit @  Ln 12, Col 50 o8
Qv

So, let me now suppress the value of s and xi because so, let me just keep the plot. So,
now, | must draw the histogram of xi. So, counts ,bins , patches = plt.hist | must pass xi.
Let me take bins as 30, density equal to true, let me see.

(Refer Slide Time: 45:26)

ile Edit View Run Kemel Tabs Settings Help

Show ContextX ™ Untitledipynb® W lec1Bipynb X W monte_carloirX ™ UntitledipynbX = ™ bifurcation.miX = ® lec1bipynb X
B +XMDO » & C » Coe

A lec13_imperfe X
Python3 Q

a,mn=21
x = np.linspace(m, 6); p = mypdf(a,m,x); p = p/si.trapz(p,x); plt.plot(x,p);
¢ = si.cuntrapz(p, X, initial=g); plt.plot(x, c); plt.axhline(1, color='k');
N = 10;

s = np.random.uniforn(9, 1, size
¢i = sio.interpld(c,x); xi = ci(s);pl
counts, bins,_= plt.hist{xi, bins=30,

t(xi, s, 'ok');
ensity=True

1)

Saving completed

So, it was an issue of this yeah.



(Refer Slide Time: 45:38)

ile Edit View Run Kemel Tabs Settings Help

Show ContextX ™ Untitiedipynb® ™ lec18ipynb X ™ monte_carloigX ™ UntitledipynbX = ™ bifurcation.miX =~ ® lectbipynb X W lec13_imperfe X

B +XMDO » « C» Cde v Python3 O

9}

¢ = si.cuntrapz(p, X, Initial=d); plt.plot(x, ¢); pit.axhline(1, color="K');
N = 10;

s = np.random.uniforn(®, 1, size=(N,1));

ci = sio.interpld(c,x); xi = ci(s);plt.plot(xi, s, ‘ok’);

counts,bins,_= plt.hist(xi, bins=38, density=True)

§8 @ Ppython3|idie

jpe here 10 seweh

It was an issue of this. So, | must declare it as 1 this small, it is just saying that it has N

rows and only 1 column ok.

(Refer Slide Time: 45:51)

ile Edit View Run Kernel Tabs Settings Help

Show ContextX = ™ Untitledipynb® | ™ lec18ipynb X ™ monte_carloifX ™ UntitledipynbX = ™ bifurcation miX = ™ lectbipynb X = M lec13_imperfe X

B+XDOO» e C» Cde v Python3 O
A e ISRAIPOLE(N, V), P MYPUI\,MGA); P = PIEA BPECPSAL, PACIPAVELA )
¢ = si.cumtrapz(p, x, initial=8); plt.plot(x, c); plt.axhline(1, color='k');
N = 10000;

s = np.random.uniform(@, 1, size=(N,1));
¢i = sio.interpld(c,x); xi = ci(s);plt.plot(xi, s, 'ok');
counts,bins, = plt.hist(xi, bins=3@, density=True)

§8 @ Ppython3|idie

Tipe here 10 search

Saving completed

So, let me take 100 or let us say a 100. Great, we do approach the distribution ok.

(Refer Slide Time: 46:00)



ile Edit View Run Kemel Tabs Settings Help
Show ContextX W Untitledipynb® = ™ leci8ipynb X [ monte_carfoigX ™ UntitledipynbX = ™ bifurcation.miX =~ ™ lectbipynb X = W lec13_imperfe X

C » Code v Pyhon3 QO

m, 6); p = mypdf(a,m,x); p = p/si.trapz(p,x); plt.plot(x,p);
%, initialsg); plt.plot(x, c); plt.axhline(1, colors'k');

o
= 00

s = np.random.uniforn(d, 1, siz

ci = sio.interpld(c,x); xi = ci(s);plt.plot(xi, s, 'ok');
counts,bins, = plt.hist(xi, bins=38, density=True)

| 1 [}

I 8 @ Python3|idle Saving completed Mode:Command @ Ln1, Col 1

o= M > 9 0 [ X 24

If I increase the number further the more number of points | take, | get a better fit to the

distribution. Let me increase the number of bins to 100 excellent.

(Refer Slide Time: 46:06)

ile Edit View Run Kemel Tabs Settings Help
Show ContextX ™ Untitledipynb® ™ lec1Bipynb X = ™ monte_carloirX = ™ UntitledipynbX = ™ bifurcation.miX = lecibipynb X M lec13_imperfe X
B +XMDODO »® C» Cde v Python3 O

counts, bins, = plt.hist(xi, bins=100, density=True)

I -
-

oy
—

§8 @ Ppython3|idie Saving completed Mode: Command @ L1, Col ,f“
N

Q~vv ]

So, through this technique we are able to sort of interpolate a uniformly sampled variable
with the help of the CDF to find out a random variable from the PDF that we desire. We
cannot just give a PDF and we cannot sample directly from that PDF. We must go through

this approach in order to sample from the desired PDF ok.

Think about this, go through the mathematics if you are interested, but in general if you

are if you are not so bothered about creating your own probability density functions we



can use the host of the distributions that are available in NumPy or SciPy and get your job

done. You do not need to do all this alright.

So, in the next class we will continue with this lecture forward and find out how we can
sort of estimate pi with the help of a Monte Carlo simulation from the dart throwing
problem to the Buffon needle problem. With this | am ending this particular lecture and |

will see you again next time.

Bye.



